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Preface

TheFiber Distributed Data | nterface SystemLevel Description describesthe Ameri-
can National StandardsInstitute’s (ANSI) Fiber Distributed Data Interface (FDDI),
100-Mb/s, timed-token ring network standard. This manual also describes Digital
Equipment Corporation’simplementation of the ANSI standard. It discussesthevar-
ious FDDI components designed and built by Digital and how these devicesconnect
to form an FDDI network.

This manual discusses the topologies recommended by Digital and the benefitsto
users who implement them. In addition, this manual explains Digital’s approach to
network management and describesthefacilities provided by network management
software.

Audience

Thismanual isintended for userswho arefamiliar with basic network concepts and
who want an in-depth understanding of FDDI. By explaining FDDI and Digital’s
FDDI product set, thismanual providesuserswith an understanding of the complex-
ity of FDDI and the power of Digital’s products. After reading this document, users
will better understand the benefits that FDDI provides in the workplace.

Document Structure

This manual consists of six chapters and three appendixes as follows:

Chapter 1 Defines ANSI FDDI and provides background information
on how it evolved. This chapter aso describes the FDDI
topol ogies recommended by Digital and lists Digital’s
FDDI product set. An overview of FDDI configuration
guidelinesisincluded at the end of this chapter.

Xi



Xii

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Appendix A

Appendix B

Appendix C

Discusses the basic design features of FDDI. This chapter
lists and defines the four standards that, taken as awhole,
make up ANSI FDDI. Topics covered include frame and
token structure, clocking, the physical connection of FDDI
stations, and basic ring operation.

Contains a general description of concentrators and how
they are used in an FDDI environment. It emphasizes the
importance of the concentrator in Digital’s FDDI topology.
Configuration guidelines for concentrators are included at
the end of this chapter.

Describes bridges and their role in the FDDI environment.
Bridge configuration guidelines are included at the end of
this chapter.

Provides a general description of adapters and their usein
an FDDI environment. Adapter configuration guidelines are
included at the end of this chapter.

Describes network management as it appliesto FDDI and
the extended LAN environment. This chapter provides an
overview of network management capabilities. It also dis-
cusses concepts of Digital’s Enterprise Management Archi-
tecture (EMA).

Describes the International Organization for Standardiza-
tion (1SO) seven-layer Open System Interconnect (OSl)
network architecture.

Contains examples of FDDI network configurations built
on Digital’s implementation of the commercia building
wiring scheme.

Contains alist of related documents that can be ordered
from Digital Equipment Corporation.



1

Overview

In an effort to standardize high-speed networking protocols, the American National
Standards I nstitute (ANSI) has defined a100-M egabit-per-second (Mb/s) local area
network (LAN). Fiber optic cable is the first transmission medium defined in the
ANSI specification. Called Fiber Distributed Data Interface (FDDI), this ANSI
specification consists of a set of standards that define the components of FDDI:
Physical Layer Medium Dependent (PM D), Physical Layer Protocol (PHY), Media
Access Control (MAC), and Station Management (SMT). This manual describes
FDDI and addresses questions, including:

e Why did ANSI develop FDDI?
e What are the goals for FDDI?
e What problem is ANSI solving with FDDI?

This manual also discusses the benefits of adopting Digital’s implementation of
FDDI, based on the dual ring of trees network topology. These benefitsinclude the
following:

e Rdiability
e Scdability
e Maintainability

Digital’s implementation of FDDI complies with the ANSI standards as they are
written. This chapter provides a brief history of the FDDI specification. It also in-
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1-2

cludes adescription of the physical environmentswhere FDDI isused and an intro-
duction to the basic components of Digital’s implementation of FDDI.

Throughout thismanual, the words station, device, and node are used extensively in
descriptions of equipment connected to the FDDI ring. Keep the following defini-
tions for these words in mind:

Node Any attachment device to the FDDI network. It can be a
single attachment station (SAS), adual attachment station
(DAS), or a concentrator.

Station As used in the FDDI environment, any node that possesses
aMAC entity.
Device Generic hardware that connects to the FDDI network. Can

be a station, anode, or the equipment that connects to the
network through the FDDI components.

FDDI Defined

FDDI consists of a set of standards that, when taken together, define a 100-Mby/s,
timed-token passing, local areanetwork that usesfiber optic mediumtotransmit data
between attached devices. Note that fiber optic medium isthe first medium defined
by the standards. Work isunderway to add other media. The standardsdefine several
types of networking devices. Theseinclude concentrators, dual attachment stations,
and single attachment stations. These devices allow users to construct various net-
work configurations based on the FDDI standard.

Digital Equipment Corporation recommendsabasic network topol ogy, called adual
ring of trees, that providesabackup physical link for increased reliability. In thisto-
pology, an FDDI ring is constructed as trees of stations connected to the FDDI dual
ring. Figure 1-1illustratesthisdual ring of treestopol ogy. Thisfigureshowshow the
various FDDI components connect to form an integrated, fully functional network.
In thistopology, dual attachment stations and single attachment stations connect to
the FDDI ring through concentrators forming the branches of the trees.

Figure 1-1 emphasizestheimportance of the concentrator asthekey componentina
dual ring of treestopology. In Figure 1-1, the dual ring connects concentrators. Sta-
tions connect to the dual ring through atree of concentrators. Thistopology offersa
campus-wide network free from disruption by everyday events.

Fiber Distributed Data Interface System Level Description



Network management software provides the tools to maintain and manage the net-
work. Other sections of this manual provide details on the benefits of this topology
and how SAS and DAS bridges connect FDDI LANsto extended LANSs.

Figure 1-1: Dual Ring of Trees Topology with Extended LANs

: - ) ) - -
Concentrator | Concentrator ‘ Dual ring
| Location of dual ring f/ \\ ]
[y \
Concentrator Concentrator Tree
/ / + | Node
Concentrator
// \:\ FDDI bridge
LI | Node
Bridge connects FDDI
Concentrator to extended LAN
g\ ) i
Node FDDI bridge Node Node Node

.

LKG-5102-91I
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1.2

Digital, by making its implementation fully compliant with the ANSI standards,
achieves interoperability with other vendors whose products are also truly ANSI
compliant. By maintaining compliancewiththestandard, Digital alsomakesit easier
for usersto design networks using off-the-shelf components, rather than exotic, pro-
prietary hardware and software.

Background to FDDI

FDDI isan ANSI standard for ahigh-speed, general -purpose network for connecting
large computers, workstations, desktop computers, and other equipment. ANSI de-
fines and oversees the standards creation process and a so charters other organiza-
tions to write standards for domestic use. This section explains the various ANSI
specifications that make up FDDI. Section 1.2.3 maps the ANSI standards to the
ISO/OS| model.

1.2.1 ASC X3T9.5 Task Group

ASC X3T9.5isthe ANSI Task Group responsiblefor the design of the overall ANSI
FDDI specification. The Accredited Standards Committee (ASC), X3, develops
standards for Information Processing Systems. Technical Committee X3T9 isre-
sponsible for writing standards for I/O interfaces. The X3T9.5 Task Group is char-
tered to write the FDDI standard.

The ANSI standards, and related | SO versions, that composethe FDDI specification
are listed in Table 1-1 and described in the following sections. These sections are
overviewsof theindividual standards. For further information refer to theindividual
ANSI or 1SO document for each standard.

Fiber Distributed Data Interface System Level Description



Table 1-1: ANSI and ISO Standards for FDDI

ANSI/ISO Standard

FDDI Standard

X3.166-1990/
ISO 9314-3:1990

X3.148-1988/
ISO 9314-1:1989

X3.139-1987/
ISO 9314-2:1989

X3.79.5/84-49
(under development)

Physical Layer Medium Dependent—This standard corre-
sponds to the lower portion of the OSI Physical layer. PMD de-
fines the transmit/receive power levels, optical transmitter and
receiver interface requirements, error rates, and cable and con-
nector specifications.

Physical Layer Protocol—This medium-independent stan-
dard corresponds to the upper portion of the Physical layer. PHY
defines symbols, line states, encoding/decoding techniques,
clocking requirements, and data framing requirements.

Media Access Control—This standard corresponds to the
lower portion of the OSI Data Link layer. MAC defines data link
addressing, frame formatting and checking, medium access,
error detecting, and token handling. Its primary functionis to de-
liver formatted data to nodes attached to the FDDI LAN.

Station Management—This draft standard defines the system
management services for the FDDI protocols. SMT includes fa-
cilities for connection management, node configuration, recov-
ery from error conditions, and the encoding of SMT frames.

Overview



Figure 1-2 showsthe relationship among the various FDDI standards and how they
combine to form the complete FDDI standard. Figure 1-3 shows the relationship
among the FDDI standards and other common industry standards. Note that the
802.2 Logical Link Control and IEEE 802.1 standards are common across the vari-
ous lower layer standards.

Figure 1-2: FDDI Model

Logical Link Control
(IEEE 802.2 LLC)

Data

Link

layer Media Access Control
(MAC)

¢ Addressing

¢ Frame construction

¢ Token handling

Station Management
(SMT)

Physical Layer Protocol * Ring monitoring
(PHY) * Ring management

Connection management
SMT frames

¢ Encoding/decoding
¢ Clocking

Physical * Symbol set

layer

Physical Media Dependent
(PMD)

¢ Physical link parameters
» Connectors and cabling

LKG-4042-9C
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Figure 1-3: FDDI and Other LAN Standards
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1.2.2 ANSI Specifications

The ANSI standards that make up the FDDI specification include X 3.166-1990,
X3.148-1988, X3.139-1987, and X3.T9.5/84-49. Together, these standards define
afully functional high-speed fiber optic network. Chapter 2 describestheindividual
standardsin greater detail. Following are summaries of the FDDI standards.

X3.166—-1990 definesthe Physical Layer Medium Dependent (PM D) sublayer. This
sublayer correspondsto thelower portion of the Physical layer of the OSI seven-lay-
er model. Thisstandard providesthe specificationsfor theoptical transmitter and re-
ceiver used by FDDI, the power levels, alowable bit error rates, fiber optic
transmission wavelength, fiber optic cable, and connectors.

X3.148-1988 defines the Physical Layer Protocol (PHY). This medium-indepen-

dent layer correspondsto the upper portion of the OSI Physical layer. This standard
definesthe encoding scheme, clock synchronization, and serial-parallel conversion.

Overview 1-7



X3.139-1987 definesthe Media Access Control (MAC) sublayer. The MAC corre-
spondsto the lowest sublayer of the OSI Data Link layer (DLL). This standard de-
fines medium access, addressing, and error detection protocols. Itsprimary function
isthedelivery of framesto attached nodesonthe FDDI ring. It al so providesaccessto
thering for higher level protocols, specifically, the Logical Link Control (LLC) pro-
tocol.

X3.T9.5/84-49 defines the system management applicationsfor the FDDI protocol
layers. Called Station Management (SMT), it providesthe specificationsfor the sta-
tion-level control necessary to ensure proper node operationinan FDDI ring. These
include topology, station configuration, ring management, and connection manage-
ment.

1.2.3 FDDI and the OSI Model

TheOpen Systems| nterconnection (OSI) model isareferencefor defining thearchi-
tecture necessary to provide communications between open systems. Devel oped by
the International Organization for Standardization (1SO), it provides a framework
for the development of international standards for computer communications. The
OSl model is based on the layering technique where the various communications
functions are partitioned into seven discrete units. This section describes the rela-
tionship between the OSI layered model and the FDDI standard. For further informa-
tion concerning the OSlI model, refer to Appendix A.

The FDDI standards apply to the Physical and Data Link layers of the OSI model.
Figure 1-4 shows the rel ationship between the OSI model and the FDDI standards.
Inthe OSI model, the Physical layer definesdatatransmission over the physical link.
Issues such as bit signaling, mechanical and electrical specifications, cabling, and
connectorsare covered here. In FDDI thisisfurther divided intothe PHY and PMD
sublayers, which separate the mediaand transmission detailsinto two distinct parts.

The OSl DataLink layer definesparametersfor medium access, frame construction,
datalink addressing, error detection, and connection to higher layers. FDDI divides
thislayer into two sublayers. The upper sublayer, Logical Link Control, isprovided
by the IEEE 802.2 LLC standard. Thisisthesame LLC usedin IEEE 802.3, .4, and
.5. It provides a means for exchanging data between LLC users across an FDDI
LAN.

Thelower sublayer isdefinedintheMAC and SMT standardsin FDDI. Thissublay-
er defines the data link packets specifically required by the FDDI token passing

Fiber Distributed Data Interface System Level Description



scheme. These include addressing and token handling. In Figure 1-4, Service Ac-
cess Points (SAPs) arelogical connections between layersin the OSlI model. They
are shown here for informational purposes only.

Figure 1-4: Relationship Between the OSI Model and FDDI

Service
Application Access
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Presentation ( )
Session
—O~-0-0—
Transport o7 ’ Logical Link Control
Network o MAC
Data Link P ’ PHY SMT
Physical PMD
"""""" FDDI standards
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1.3 FDDI Devices

TheFDDI standard definestwotypesof devices: stationsand concentrators. Stations
can befurther dividedinto singleattachment stations (SAS) and dual attachment sta-
tions(DAS). The concentrator provides connectionsfor the attachment of multiple
nodes to the FDDI ring. The concentrator can be a single attachment concentrator
(SAC), dua attachment concentrator (DAC), or a standalone concentrator. All of
these devicetypesact asconnection pointstothe FDDI network. Digital implements
the SAS, DAS, and DAC in the dual ring of treestopology. The following sections
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describethe attachment devices defined by FDDI. Chapter 2 providesadetailed dis-
cussion of the components defined by the FDDI standards.

1.3.1 Single Attachment Stations (SAS)

The single attachment station (SAS) permits access to the FDDI ring through the
concentrator. The SAS provides asingle connection point to the FDDI ring. It does
not have the facilities for connecting to the dual ring; therefore, it cannot wrap the
ringincaseof astation or fiber failure. Theconcentrator providesfault control. Inthe
dual ring of treestopol ogy, the SASprovesto beareliable, cost-effectivemethod for
connecting to the FDDI network.

The components of the SAS are a single instance of the MAC entity, the PHY, the
PMD, and the SMT. Figure 1-5 shows a model of the SAS.

Figure 1-5: Single Attachment Station Model
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1.3.2 Dual Attachment Stations (DAS)

The dual attachment station (DAS) permits a device to connect to the primary and
secondary rings of the FDDI dual ring, allowing adevice to access the dual ring ar-
chitecture of FDDI. The DAS consists of two PHY's, two PMDs, one or (optionally)
two MACs, one SMT, and an optical bypass relay (optional). Figure 1-6 shows a
model of the DAS.
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Inthedual ring of treestopology employed by Digital, DASnodesare supported, but
their useisnot required. Concentrators, SASand DA Sbridges, and SA Snodescom-
pose atypical dual ring of trees topology as implemented by Digital.

Figure 1-6: Dual Attachment Station Model
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1.3.3 Concentrators

The concentrator is also specified as part of the ANSI standards. The concentrator
allowstheattachment of multiple SAS, DAS, or concentratorsto the primary (or op-
tionally, secondary) ring of the FDDI network. The concentrator can aso be used as
theroot of atreetopology. Asshownin Figure 1-7, theconcentrator consistsof SMT
circuitry, an optional MAC entity, and several PHY/PMD entities. A completephys-
ical connection consistsof aPHY/PMD in aconcentrator connected by amedium to
the PHY/PMD in another node.

An FDDI concentrator retimes data, detects faults, performs fault isolation, and is
manageabl e by network management software. Unlike concentratorsfound in other
networks (IEEE 802.5, for example), the FDDI concentrator isan active devicethat
can actually control the physical topology of a network.
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The concentrator can reconfigure the network by inserting or removing connected
nodes. The configuration switch shownin Figure 17 providesthis capability to the
concentrator.

In Figure 1-7, theindividual PHY/PMD entities have separate pathsto the SMT, as
indicated by the dashed linesthrough subsequent blocksin thefigure. Chapter 3 pro-
videsacloser look at the concentrator asit isused by Digita inthedual ring of trees

topol ogy.

Figure 1-7: FDDI Concentrator Model
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1.4 Application Environments

Digital’s implementation of FDDI supports various LAN environments including
backbones and workgroups. These environments provide great flexibility in the de-
sign and implementation of an FDDI network. The following sections and support-
ing illustrations further describe these network environments.
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1.4.1 Backbone

Figure 1-8 showsan FDDI backbone configuration. Thisconfiguration tiestogether
multiple LANs in a campus or multibuilding environment into one integrated net-
work. The backbone provides a high-bandwidth facility for the connection of FDDI
devices. Because attached devices can be subjected to frequent power down by the
user, connection to the FDDI ring is optimized by the use of concentrators. Back-
bones provide high reliability; the use of concentrators maintainsring integrity even
whenoneor all devicesattachedtoit are shut down or unplugged. Thebackbonesup-
ports radial wiring schemes such as the one defined in EIA/TIA 568 (TR—41.8.1).

Figure 1-8: Backbone Configuration
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1.4.2 Workgroup

15

1-14

Theworkgroup configuration connectsworkstations, personal computers, and mini-
computers through one or more concentrators. This network is characterized by a
relatively small number of attached devices spread over alimited geographical area
and with FDDI’s ability to transfer large amounts of data quickly and reliably.

The typical workgroup configuration normally has distances between stations less
than the 2 kilometers (1.2 miles) specified in the FDDI standards. The dual ring of
trees architecture employed in the FDDI ring allows network to sustain the loss of
one or more attached nodes and still function. A workgroup can be part of a back-
bone configuration as shown in Figure 1-8. Figure 1-9 illustrates a standalone
workgroup configuration using a concentrator.

Figure 1-9: Standalone Workgroup Configuration
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FDDI Topologies

AnFDDI ring network consistsof anumber of serially attached stationsthat are con-
nected by atransmission medium to form aclosed loop. An active station transmits
information serially asastream of symbolsto the next active station on thering. As
each activestation receivesthese symbols, it regeneratesand repeatsthemto the next
active device on the ring (its downstream neighbor).
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Thephysical connection (see Figure 1-10) isbasictothe FDDI ring design: Through
this connection attached devices pass information over thering. An FDDI physical
connection isformed between the Physical layers (PHY /PMD) of two stations con-
nected by the medium. FDDI requires that all connections in the ring be point-to-
point, full-duplex, and bidirectional. Each attachment to the network has atransmit
and receive component. For example, avalid fiber optic connection containstwo fi-
bers providing a point-to-point, full-duplex path.

Figure 1-10: FDDI Physical Connection
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Aspart of theFDDI standard, ANSI permitsanumber of topol ogies. Of thesetopol o-
gies, four are of particularimportanceto theusersof Digital’sFDDI products. These
topologies are as follows:

* Standaone concentrator with attached nodes
* Treeof concentrators

e Dual counter-rotating ring

e Dual ring of trees

These topologies are discussed in detail in the following sections.
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1.5.1 Standalone Concentrator

1-16

The standalone concentrator topology consists of a single concentrator and its at-
tached stations (Figure 1-11). These stations can be either SASor DASdevices. Be-
causeof their lower cost, SASdevicesarethepreferred stationfor thistopology. This
topology does not require accessto the FDDI dual ring. It offersall the advantages
associated with the concentrator, including reliability and ease of configuring, to
small, independent workgroups. This topology allows the use of star wiring. This
means existing structured fiber optic wiring can be used, affording significant cost
savingsin prewired sites. A standal one concentrator topology grows into atree of
concentrators as the network is expanded.

Figure 1-11: Standalone Concentrator Topology
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1.5.2 Tree of Concentrators

Thetree of concentrators, shown in Figure 1-12, isused when wiring large groups
of user devicestogether. Concentratorsarewiredin astar topol ogy with one concen-
trator serving astheroot of thetree. Additional concentrators can connect to the sec-
ond tier of concentrators as needed to support new users. Thistopology can be used
towireasinglebuilding or to service many stations on onefloor of abuilding. This
topology lendsitself to structured wiring systems.

Figure 1-12: Tree of Concentrators Topology
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1.5.3 Dual Ring

1-18

Oneof the basic conceptsinthe FDDI standard isthedual counter-rotating ring. The
dual ring consists of aprimary ring and asecondary ring. The direction of dataflow
inthe secondary ringisopposite (counter to) that of theprimary ring. Themain func-
tionsof thissecondary path areto assist in thering initialization and reconfiguration
processand to provide backup to thefirst ring. Inherent in thisdesignisthe ability to
continuering transmission if adeviceonthering fails. Theringisrestored by wrap-
ping to the secondary ring to maintain the transmission path. Thisredundancy inthe
ring design providesadegreeof fault tolerance not found in other network standards.
Figure 1-13 illustrates the basic concepts of the dual ring.

Figure 1-13: Dual Ring—Conceptual View
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Dual attachment stations or dual attachment concentrators on the dual ring connect
to each other by meansof the primary and secondary fiber cables. Under normal con-
ditions, the secondary ring isidle with no data being transmitted. If afiber failure
occurs, the stations on either side of thefailure reconfigure by wrapping the primary
ringtothesecondary ring, effectively isolating thefault. Thismaintainsconnectivity
between stations in the dual ring, allowing normal operation to continue.
Figure 1-14 shows the FDDI technique of isolating alink failure.

Figure 1-14: Dual Ring—Isolating a Link Failure
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If an attached station fails, again the stations on either side of thefailing station re-
configure, effectively isolating the failing station from the ring. Figure 1-15 shows
the FDDI technique of isolating a station failure.

FDDI limitstotal fiber lengthto 200 km (124 mi). Sincethedual ring topology effec-
tively doubles medialength in the event of aring wrap, the actual length of eachring
islimited to 100 km (62 mi).
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Figure 1-15: Dual Ring—Isolating a Station Failure
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1.5.4 Dual Ring of Trees

1-20

A fourth topol ogy describedin FDDI, thedual ring of trees (DRT), connectsconcen-
trators and DAS bridgeslocated at a Main Distribution Frame (MDF) together in a
dual ring. Thisprovidesthereliability of the dual ring whereit isneeded most, inthe
campus backbone, while allowing for the use of structured wiring in all other cam-
pus locations. Trees of concentrators then connect to the dual ring, providing con-
nections at the | ntermediate Distribution Frames (IDF) and Horizontal Distribution
Frames (HDF) of the structured wiring system. Stations then connect to concentra-
torslocated in the HDFs of the structured wiring system. Thetree can branch asre-
quired by simply adding concentrators aslong as the station number or ring distance
limits are not exceeded. Figure 1-16 shows the DRT topology.
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Figure 1-16: Dual Ring of Trees Topology
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The concentrator playsakey rolein fault isolation in thistopology. The dua ring at
the backbone guarantees a secondary data path to all concentrators and dual attach-
ment stationsin the dual ring. Beyond thislevel, inthetrees, individual stations can
be removed from the ring as needed with no interruption of serviceto therest of the
network. The concentrators can bypassinactive or defective stations, as required.

1.5.,5 Dual Homing

1-22

The dual homing topology uses backup linksto enhancefault tolerancein atreeto-
pology. One link is called the primary link, and the other link is called the backup
link. Figure1-17 showsadua homed topology using concentrators. If concentrator
2 or the primary link to concentrator 3 fails, the backup link to concentrator 3,
through concentrator 1, isactivated. Thisensuresthat the devices connected to con-
centrator 3will haveuninterrupted service. Activation of theindividual linksfollows
the FDDI connection rules, described in Section 2.7.2.

Figure 1-17: Dual Homing Topology Using Concentrators
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Figure 1-18 showsadual homed topol ogy using concentratorsand aDAShbridge. If
concentrator 2 or theprimary link tothe DA Sbridgefails, thebackuplink tothe DAS
bridge, through concentrator 1, isactivated. Thisensuresthat the devices connected
tothe DA Sbridgewill have uninterrupted service. Activation of theindividual links
follows the FDDI connection rules, described in Section 2.7.2.

Figure 1-18: Dual Homing Topology Using Concentrators and a DAS Bridge
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1.6 Dual Ring of Trees, Topology of Choice

Network failure problemsthat areinherent in asinglering topol ogy can be corrected
by implementing a dual ring topology. However, a dual ring topology creates seg-
mentsif multiple station or cablefailures occur. A dual ring of treestopology using
concentrators correctsthe problemsthat areinherent in both singleand dual ring de-
signs. This section explains Digital’s choice of the dual ring of trees as the recom-
mended topology for FDDI.
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A singlering topology consistsof aseriesof point-to-point physical linksinaclosed
loop. If afailure on the ring occurs, the entire network fails. Figure 1-19 showsthe
single-point failure problem in a non-FDDI single-ring topology. In large installa-
tionswhere the probability of ring or station failureishigh, thistype of disruptionis
unacceptable.

Figure 1-19: Single Ring Failure of a non-FDDI Topology
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Toeliminatethesingle-point-of-failure problem, the ANSI FDDI standardscommit-
teedesigned thedual ring topol ogy. Thistopology solvesthe problem of asinglefail-
ure disrupting the ring by providing a secondary transmission path. The secondary
transmission path assistsin start-up, initialization, and reconfiguration of the prima-
ry path.
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Although the counter-rotating ring design eliminates the problems associated with
the single ring, a new issue arises when multiple failures occur. Figure 1-20 illus-
trates what happensto aring of DAS devices when multiple ring failures or discon-

nectsoccur. Theresult istwo or more (depending on number of failures) segmented
rings.

Figure 1-20: Dual Ring Failure of an FDDI Topology
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Although each ring isfully functional, the rings cannot access each other because of
the multiple failures. These breaks can be caused simply by a user disconnecting a
workstation. Again, inlargeinstallationswheretherisk of multiplefailuresincreases
with the number of stations or large number of users added to the network, thisisnot
an acceptable situation.
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The dual ring solution can also give rise to other concerns such as:

* Thedua ringis not well suited to the use of structured wiring schemes.

* Dual attachment stations require twice the connectors and cables at the drop
site.

* Thesite backbone cabling is accessible to each user on the dual ring, which
presents aring integrity risk at every user location.

* Because each station is part of the backbone wiring, the behavior of each user
iscritical to the operation of thering.

* Manual intervention and manipulation of the dual ring cabling is required for
al additions, moves, and changes, resulting in periods of ring instability.

Digital recognizesthe segmented ring issue inherent with DA Sinstallations and ad-
dressesit with the use of FDDI concentrators configured in adual ring of trees. The
DRT topology allowsthe creation of alarge, sophisticated network that can sustain
thelossof al stations connected to the concentratorswithout losing ring integrity. In
this topology, concentrators electronically bypass ring disruptions. Connection
Management allows the removal of defective links with no disruption of serviceto
remaining nodes. Figure 1-21 illustratesthisconcept. It showstwo concentratorsat-
tached to the dual ring with two bypassed stations.

Only network components (concentrators or bridges) should be connected to the
dual ring. Thesedevicesaretypically inlocked closets or cabinets and only accessi-
ble by network-knowledgeable individuals. End user stations, such as computers or
workstations, should only be connected as SAS.

Further inspection of the DRT revealsit to be amore robust and dynamic solutionto
configuration problemsthan either thesingle or dual ring approachesto network de-
sign. With the dual ring of trees, the best of both topologiesis available to network
users. The dual ring implemented at the root of the tree provides transmission path
redundancy to attached concentrators. The single ring cabling between concentra-
torsand SA Sstationsor other concentratorson thetree branches providessignificant
cost savings compared to the purchase of DA S devicesand theinstallation of multi-
ple dual fiber cables at all user sites.
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Figure 1-21: Concentrators in a Dual Ring of Trees Configuration
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Key pointsin the choice of the dual ring of treestopology arereliability, scalability,
and maintainability. These factors provide the power not found in the other topol o-
gies.

1.6.1 Reliability

A dual ring of treesprovidesabackup physical link at thedual ring. In addition, con-
centratorsinthedual ring or inthetree can bypassaninactive or defective station and
allow the insertion or removal of stations as needed. Thisis done without the inter-
vention of the network manager and without disrupting the network.
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Because the network is unaffected by single- or multiple-point failures, it isalways
avail ableto attached stations. Barring apower failureor major natural disaster, there
isno ordinary incident that would cause the loss of ring accessto other stations con-
nected to the network. The dual ring of trees allows any number of stationsto bere-
moved from the ring without denying ring availability to remaining attached
stations.

1.6.2 Scalability

Increasing or decreasing ring sizeisasimple matter of adding or removing concen-
trators. Inadual ring topol ogy, recablingisnecessary every timeastation isadded or
removed. Theinherent flexibility of the concentrator allows network growth to oc-
cur as needed; recabling is not necessary in adual ring of trees topology. Starting
with asingle concentrator and attached SA S devices, auser can expand the network
tofittheneedsof thesiteaslong asthe station number and ring distancelimit are not
exceeded. Thedual ring of trees permits additions, moves, and changeswithout dis-
rupting the network. Thisflexibility inwiring complieswith thewiring scheme spe-
cified in the EIA/TIA 568 standard.

1.6.3 Maintainability

1.7
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Proper maintenanceiscritical totheoperation of any network. Digital providesintel-
ligent concentrators and distributed networking toolsthat permit the user to monitor
and maintain the network down to individual attached devices. Proper installationin
dedicated equipment rooms allows the concentrators to be carefully controlled and
maintained. The physical topology recommended by Digital meets the specifica
tions set forth in the EIA/TIA 568 standard.

Digital Product Line

TheDigital implementation of ANSI FDDI allowsfor great flexibility inthedesign
and construction of ahigh-speed fiber network. Digital designsand buildsanumber
of productsfor the construction of an FDDI ring. They are fully compliant with the
ANSI FDDI standards. Thefollowing sectionsprovide an overview of the FDDI de-
vices produced by Digital.
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1.7.1 Concentrators

Concentrators are necessary in large networks where DAS configurations are diffi-
cultto configureand maintain, and are expensiveand unreliable. Digital implements
the DECconcentrator 500 as the recommended devicefor connecting stationsto the
FDDI ring. Digital supportstheuseof aDASconfiguredintoadual ring or asamem-
ber of atree.

The DECconcentrator 500 complies with the ANSI X3T9.5 standards. It provides
for attachment of nodes (SAS, DAS, or concentrator) in a standal one environment.
The concentrator a so supportsthe hierarchical building and campusphysical wiring
topol ogies discussed in previous sections by allowing concentrators to be intercon-
nectedinatreetopology. Finally, it supportsthedual ringinterconnection of concen-
tratorsand DAS, referred to asthedual ringinthe ANSI standards. Refer to Chapter
3 for details concerning concentrator functionality.

1.7.2 FDDI Bridges

To preserve previous investments in equipment, the FDDI LAN must be ableto in-
terface with existing network technologies. Bridges provide ameans to do this. In
Digital’simplementation of FDDI, the DEChridge 500/600 series providestheinter-
face necessary to connect the 100-Mb/s FDDI ring to the 10-Mb/s, 802.3/Ethernet
LAN. The DECbridge 500/600 series contains all necessary buffering and transla-
tionlogic for interfacing to the 802.3/Ethernet network. 1naddition, the DECbridge
600 seriesallowsmultiple802.3/Ethernet ssgmentsto be connected tothe FDDI net-
work.

The DECbridge 500/600 series contains SAS and DAS bridges. SAS and DAS
bridgesinterconnect in atreetopol ogy and in adual ring of treestopology through a
concentrator. Additionally, DA S bridgesinterconnect in adual ring topology. Refer
to Chapter 4 for further details concerning the bridge.

1.7.3 Adapters

Adapters connect different devices to the FDDI ring through the concentrator.
Adapterscanbe SASor DAS. Anadapter connectsto adevice suchasaworkstation
or minicomputer with an 1/0 bus, for example, a TURBOchannel bus. The adapter
containsall necessary logic to act as an interface between the FDDI ring and device
system memory. Refer to Chapter 5 for more details on adapter functionality.

Overview 1-29



1.7.4 LAN Management Software

1.8
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Proper network management is critical to the successful implementation of aLAN.
To thisend, Digital has developed sophisticated LAN management software. This
softwareallowsauser at amanagement station to control and observebridges, FDDI
concentrators, and other nodesin the extended local areanetwork. Network manag-
ers use the management software to monitor and control a network; field service
techniciansuseit to troubleshoot the LAN. Refer to Chapter 6 for detailson network
management and the Digital management philosophy.

FDDI Specifications

FDDI alowsthecreation of aflexible, robust high-performance network. Table 1-2
liststhe specificationsfor FDDI as set forth by Digital and the ANSI standards. For
detailed information concerning building or site-cabling procedures and require-
ments, refer to the DECconnect System Fiber Optic Planning and Configurationand
Fiber Optic Installation manuals.

Table 1-2: FDDI General Specifications

Item Specification

Transmission rate 125 megabaud (100 Mb/s at the data link)

Physical layer entities 1000 (maximum)

Fiber length 200 km (124 mi) (maximum)

Link loss budget 11.0 dB (maximum loss—multimode fiber optic cable)
22 dB (maximum loss—single-mode fiber optic cable)

Interstation link length* 2 km (1.2 mi) (maximum—multimode fiber optic cable)
40 km (24.8 mi) (maximum—single-mode fiber optic cable)

Transmission medium Fiber optic cable

Network topology Dual ring of trees

Media access method Timed-token passing

*FDDI link length is bandwidth limited to 2 km (1.2 mi) for multimode fiber.

Thenumber of stationsthat can beinstalledinan FDDI LAN dependson the number
of Physical layer entitiesthat are present. A Physical layer entity consists of onein-
stance of PHY/PMD and isthe equivalent of one PHY port. A station can have one
Physical layer entity (SAS), two Physical layer entities (DAS), or multiple Physical
layer entities (concentrators).
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The ANSI FDDI standard specifies a maximum of 1000 physical layer entities and
1000 MACentitiesinan FDDI LAN. Thestandard allowsup to 500 stations depend-
ing onthetopology. Digital supportsthe configurations specifiedinthe ANSI FDDI
standard. However, Digital recommendsthat an FDDI LAN generally belimited to
100 stations and 20 concentrators due to performance and reliability characteristics
of large rings.

1.9 General Planning and Configuration

Thissectionlistssomegenera pointsto consider when planningan FDDI network. It
doesnot, however, addressall network planning requirements. For further detailsre-
garding the planning and install ation of Digital fiber optic cable, refer to thefollow-
ing two manuals.

*  DECconnect System Fiber Optic Planning and Configuration
* DECconnect System Fiber Optic Installation

Intheinitial planning stages, itisimportant to determine proper fiber countsat FDDI
device locations. Consider the following points when determining fiber count:

e Multiple services support
* Leve of redundancy
* Planned growth and expansion

Table 1-3liststhe minimum recommendationsfor fiber optic cable between various
network components. The drop locations are defined according to the EIA/TIA 568
standard.
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Table 1-3: Recommended Fiber Counts

Minimum Recommended Fiber Count

Drop Location Multimode Single Mode
MDF to IDF 44 12

IDF to HDF 24 6

HDF to office wallbox 2 n/a

MDF = Main Distribution Frame

IDF = Intermediate Distribution Frame

HDF = Horizontal Distribution Frame

n/a = not applicable
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2.1

Concepts

This chapter explains the basic concepts of FDDI, giving a genera overview of a
complex design. Topicsinclude Protocol DataUnits (PDUS), Target Token Rotation
Time(TTRT), and signaling techniques. It concludeswith adiscussion of ring opera-
tion. Thischapter providesbasi cinformation about how FDDI operatesand why cer-
tain functionswereincluded in the FDDI design. It also discusses FDDI in terms of
the four standards that compose FDDI:

* Physical Layer Medium Dependent (PMD)
e Physical Layer Protocol (PHY)

* MediaAccess Control (MAC)

e Station Management (SMT)

Whilereading about the intricacies of FDDI, keep in mind that Digital hasincorpo-
rated the power of FDDI in a standard chipset that is used throughout the Digital
family of FDDI products.

Overview

The ANSI FDDI committee reviewed many options during the development pro-
cess. Key design concepts of FDDI include the following:

¢ Timed-Token Protocol

* Symbolsfor data transmission and line state signaling
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* 4B/5B and NRZ/NRZI| encoding
e Synchronous, asynchronous, and restricted service
* Token rotation time determined by negotiation among all connected stations

* Immediate transmission of data after token acquisition

Distributed clocking to support a large number of stations on the ring

Because of therequirement for a100-Mb/stransmissionrate (125 megabaud), FDDI
presentsanew set of challengesto designers. By making use of thetechniquesnoted
above, designers have enabled the FDDI network to maintain a high transmission
rate over great distances among alarge number of stations.

FDDI Structure

FDDI is built on four sublayers as defined in the ANSI standards. Sections 2.3
through 2.7 discuss these itemsin detail. Figure 2—1 illustrates the basic FDDI net-
work connection model and shows how these sublayersinteract. Thefour standards
that make up FDDI arethe PMD, PHY, MAC, and SMT.

These four sublayers plus the IEEE 802.2 Logica Link Control (LLC) standard
combine to provide essential networking services to devices attached to the FDDI
network. These services include hardware connection, ring initialization, error de-
tection, token handling, and overal station management.
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Figure 2-1: FDDI Network Connection Model
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2.3 Physical Layer Medium Dependent (PMD)

The PMD standard definesthelower sublayer of the OSI Physical layer. It describes
the physical requirements for nodes that attach to the FDDI network and the hard-
ware connection between thesenodes. It also providesall servicesnecessary totrans-
mit an NRZI-encoded digital bit stream between stations. The PMD addresses the
following:

* Transmitter and receiver requirements, including power budget
e Transmitter and receiver waveform characteristics

* Conversion of electrical datasignalsto and from optical signals
e Jitter limits and permissible bit error rates.

e Mechanical mating requirements for the Media Interface Connector (MIC),
including the keying methods and connector footprint

* Fiber optic cable requirements
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ThePMD standard specifiesanominal optical wavelength of 1300 nmfor datatrans-
mission over 62.5/125 pm multimode, graded index, fiber optic cable. This permits
the use of lower-cost L EDsin place of themore expensivelaser devicesrequired for
single-mode fiber.

2.3.1 Fiber Cable Requirements

Fiber optic cableisavailablein different sizesand types. The FDDI standard speci-
fiestheuseof 62.5/125 um graded index, multimode, fiber optic cable. An appendix
tothe PMD standard lists cable alternatives. Table 2—1 lists Digital’s recommended
fiber cable specificationsin both the 1300 nm and 850 nm windows. Digital recom-
mendsthe use of dual-window fiber to support FDDI 1300 nmrequirementsand ex-
isting or future non-FDDI applications requiring a 850 nm window. Table 2-2 lists
alternate multimode fiber cable specifications for FDDI in the 1300 nm window.

Table 2-1: Multimode Fiber Cable Specifications

Recommended Cable Parameters

Nominal core diameter 62.5+ 3.0 um

Cladding diameter 125.0 £ 2.0 ym

Numerical aperture 0.275 + 0.015

Modal bandwidth minimum 500 MHz* km @ 1300 nm, 160 MHz* km @ 850 nm

Maximum attenuation rate 1.5 dB/km @ 1300 nm, 3.5 dB/km @ 850 nm

Power budget 11.0 dB @ 1300 nm (for FDDI), varies by product
@ 850 nm

Table 2-2: Alternate Multimode Fiber Cable Specifications for FDDI

Alternate Cable 100/140 50/125

Nominal core diameter 100 pm* £ 4.0 um 50 pm* + 3.0 um
Cladding diameter 140 um* + 6.0 pm 125 um* + 2.0 pm
Optical wavelength 1300 nm 1300 nm

Numerical aperture 0.290 +0.015 0.200 +0.015

Modal bandwidth minimum 500 MHzs km @ 1300 nm 500 MHz* km @ 1300 nm
Power budget for FDDI 9.0-13.0 dB 6.0-7.0dB

Maximum distance 1.6 km (.96 mi) 2 km (1.2 mi)

*Power budget contingent on core and cladding tolerances.
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TheFDDI single-mode PMD standard (currently under devel opment) describesthe
traits of single-mode fiber for long-distance links. Table 2-3 lists the single-mode

fiber optic cable specifications.

Table 2-3: Single-Mode Fiber Cable Specifications

Recommended Cable

Parameters

Mode Field diameter

Cladding diameter

Fiber cladding noncircularity
Core to cladding concentricity error
Nominal operating wavelength
Fiber cutoff wavelength

Zero dispersion wavelength
Zero dispersion slope

Optical power attenuation
Minimum power budget
Minimum required loss

Maximum distance

8.2 pymto 10.5 pm

125 um+t 2 pm

2% maximum

1 pm maximum

1300 nm

1270 nm maximum

1300 to 1322 nm

0.095 ps/(nm2km) maximum
<[0.40 dB per km @ 1310 nm
22 dB @ 1300 nm

12 dB @ 1300 nm

40 km (24.8 miles)
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2.3.2 Optical Bypass Relay
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The optical bypassrelay (option) shown in Figure 2—2 can be used to maintain con-
nectivity of the FDDI ring in the absence of power or during fault conditionsin a
node. The bypass relay allows the light to bypass the optical receiver in the faulty
node. In thisway, the faulty node is bypassed and the operation of the FDDI ring is
maintained.

Figure 2-2: Optical Bypass

-Secondary ring | . |

Primary ring gypg%aﬁl

Dual attachment station

LKG-5092-91I

Optical bypass relays have a power penalty, however, which may cause the maxi-
mum allowabl e loss between stationsto be exceeded. Thislimitsthe number of seri-
ally connected relays in the ring.

Other considerations when using optical bypass relays include:

* Bypassrelaysintroduce additional lossin the network, and they do not per-
form repeater functions of amplifying and restoring the bit stream.

* By bypassing a station, the new distance between adjacent stations may ex-
ceed the maximum allowable value.

* Bypassrelays, as any mechanical devices, may introduce less than reliable
service to the network.
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2.3.3 Connector Keying

The Medialnterface Connector (MIC) isthe device used in FDDI to connect anode
to multimode fiber. The MIC is designed to align the fiber cable properly with the
transmit and receive opticsin the node. The MIC consists of aplug and areceptacle.
The receptacle is keyed to prevent improper plug attachment. Proper keying pre-
vents misconnecting port types, which avoids misconfiguring the network.

Four key typesaredefined for theMIC receptacle: MIC A and MIC B keying provide
for the attachment of DAS and DAC into the dual ring; MIC M and MIC S keying
provide for attachment of a SAS or a SAC (MIC S) to a concentrator (MIC M).
Figure 2—3 shows the M| C receptacle keying design.

The position of the keyway on the MIC plug determines the type of receptacle to
which it connects. A MIC Splug fitsall receptacles. The keyway on the other MIC
plugs and receptacles must match for proper mating.

Figure 2-3: MIC Receptacle Keying

AT 8= ME=SL >
SR S

Bl

Connector keying:

MIC A Primary in/secondary out—-DAS A port
MIC B Primary out/secondary in—-DAS B port
MIC M Concentrator M port

MIC S SAS S port

LKG-5072-90I

2.4 Physical Layer Protocol (PHY)

The PHY standard defines the media independent portion of the Physical layer in
FDDI. The PHY establishes clock synchronization with the incoming data stream.
The PHY standard defines the following components. The sections that follow dis-
cuss these components in greater detail.
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*  Symbols—The smallest primitive signaling el ement used by the MAC

* Line state—Indicates connection status between neighboring stations as de-
termined by receiving station and based on symbols received from adjacent
neighbor

* Encode/decode process—4B/5B and NRZ/NRZI data encoding
» Datarecovery—Recovers data bits from the incoming signal

* Elasticity buffer— Compensates for clock frequency differences between
neighboring stations

*  Smoothing— Compensates for preamble bit loss

* Repest filter— Prevents propagation of code violations and certain line states
from inbound to outbound links

e Scrubhing— Prevents orphan protocol data units (PDUs) from continually
circulating on thering

Totransmit datasignalsover thefiber, the PMD must first convert the electrical sig-
nalsfromthe PHY to an optical datastream. Inthe optical datastream, abinary 1is
represented by a polarity transition high to low or low to high, abinary O is repre-
sented by the absence of atransition. A method must be provided for the receiving
station to synchronize its clock to the transmitting station clock.

To solvethisproblem, the PHY encodes datain such away asto guaranteethe pres-
ence of transitions in the data stream. To achieve efficiency in data transmission,
FDDI combinestwo types of dataencoding: 4B/5B and NRZ/NRZI. Thisdual cod-
ing guaranteesat | east onetransition for each transmitted symbol, ensuring recovery
of the clock by the receiving device. Section 2.4.1 describes the use of symbolsin
FDDI; Sections 2.4.3 and 2.4.4 discuss the PHY encoding methods.

2.4.1 Symbols

Although dataistransmitted over thefiber in aseria bit stream, the basic unit of in-
formation isthe symbol. The symbol transmitsinformation between stations on the
FDDI network. The PHY specification defines the symbol set. FDDI defines three
types of symbols: line state, data, and control. Each symbol consists of four bits. In
the PHY, these four bits are passed through a 4B/5B encoder that generates a code
group consisting of five bits.

Fiber Distributed Data Interface System Level Description



Thefive-bit code group establishesthesignaling ratefor FDDI at 125 Megabaud to
meet the 100-Mb/s datarate requirement. Figure 2—4 isasimplified diagram depict-

ing the flow of symbols through the 4B/5B and NRZ/NRZI encoders onto the me-
dium.

Figure 2-4: Symbol Flow Through the PHY

4B 1111 4B/5B 11101 [ NrRzNRzI | JUTL
Symbols ~| encoder ™| encoder

1111 is the symbol for F.
11101 is the code group for F.
The order of bit transmission is leftmost first.

LKG-4239-90i

Table 24 lists and defines the symbols used in FDDI. As shown, only 16 of the 32

symbols represent input data; the remaining symbols define control and line state
conditions.
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Table 2—4: Symbol Encoding

Symbol Code Group Assignment Symbol Type

Q 00000 Quiet Line state symbol

I 11111 Idle Line state symbol

H 00100 Halt Line state symbol

J 11000 J First of sequential Starting
Delimiter Pair

K 10001 K Second of sequential Starting
Delimiter Pair

0 11110 Zero Data symbol

1 01001 One Data symbol

2 10100 Two Data symbol

3 10101 Three Data symbol

4 01010 Four Data symbol

5 01011 Five Data symbol

6 01110 Six Data symbol

7 01111 Seven Data symbol

8 10010 Eight Data symbol

9 10011 Nine Data symbol

A 10110 A Data symbol

B 10111 B Data symbol

C 11010 C Data symbol

D 11011 D Data symbol

E 11100 E Data symbol

F 11101 F Data symbol

T 01101 T Ending Delimiter

R 00111 R Control indicator/logical zero
(reset)

S 11001 S Control indicator/logical one (set)

VorH 00001 VorH Invalid code assignment

VorH 00010 VorH Invalid code assignment

\% 00011 \% Invalid code assignment

\% 00101 \% Invalid code assignment
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Table 2—4 (Cont): Symbol Encoding
Symbol Code Group Assignment Symbol Type

\% 00110 \% Invalid code assignment
VorH 01000 VorH Invalid code assignment
\% 01100 \% Invalid code assignment
VorH 10000 VorH Invalid code assignment

Note: Order of transmission is leftmost bit first (12345).

2.4.2 Line States

FDDI reservesthe symbols Q, I, and H, for PHY -to-PHY communications. Called
line state symbols, they can be combined in various ways to determine and control
the status of the physical connection between attached stations.

Linestatesaredetermined by thereceiving PHY. They indicateaphysical link condi-
tion that existslonger than can berepresented by asingle symbol or pair of symbols.
SMT Connection Management (CMT) and Ring Management (RMT) services use
line state symbolsto verify and maintain ring integrity. Thevariousline statesare as
follows:

Quiet Line State (QLS)  Indicates the absence of a physical connection. A sta-
tionentersthisstate uponreceipt of at | east 16 consecu-
tive Quiet (Q) symbols.

Master Line State (MLS) Part of the physical connection process, astation enters
thisstate upon receipt of 8 consecutive HQ or QH sym-
bol pairs.

Halt Line State (HLS) Part of thephysical connection process, astationenters
this state upon receipt of at least 16 consecutive H
symbols.

Idle Line State (ILS) Establishes and maintains clock synchronization on
the outbound physical link. A station enters this state
upon receipt of at least 4 consecutive ldle (I) symbols.

Concepts 2-11



Active Line State (ALS) Indicates that the inbound symbol stream is a MAC
frame sequence and that the neighboring PHY hasen-
abled the associated physical connection. A station en-
tersthis state upon receipt of a Starting Delimiter (JK)
symbol pair.

Noise Line State (NLS) Indicates noise on the inbound physical link and, if
NLS persists, that the associated connection is faulty.
A station enters NL S upon receipt of 16 noise events
without satisfying the criteria for entry into another
linestate. Potential noise eventsincludereceipt of aQ,
H, J, K, or V symbol.

2.4.3 4B/5B Data Encoding

2-12

To convert the 4-bit MAC symbolsinto 5-bit code groups, the PHY standard speci-
fiesthe use of 4B/5B encoding. Thefifth bit added to the symbol group isfor clock-
ing purposes and to provide control symbolsthat are unique from data. Figure 2—4
shows the symbol flow through the 4B/5B encoding logic. Properties of 4B/5B en-
coding include the following:

* |dle symbols have the maximum clock information for synchronization of
station clocks.

*  Maximum of oneleading 0 and two trailing 0's in a code group to prevent
more than three contiguous 0's in a data stream during active line state.

» Starting delimiter, JK, is always recognized regardless of symbol boundary.

* Line state recognition is independent of symbol boundaries.
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2.4.4 Madified NRZI Encoding

Once a symbol is converted to a 5-bit code group, it is further encoded using a
Non-Return-to-Zero/Non-Return-to-Zero Invert on Ones (NRZ/NRZI) coding
scheme. NRZ/NRZI encoding allows data to be transmitted at 100% efficiency by
means of polarity changes. A changein amplitude or optical power level indicatesa
one; no change indicates a zero. Figure 2-5 illustrates this concept.

Figure 2-5: NRZI Encoding Process

8 ns

8 ns clock pulse

Pre-encoded data

NRZI encoded data
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2.45 Clock Recovery and the Elasticity Buffer

At 100 Mb/s, theuse of acentralized clocking schemewould put critical demandson
theinternal phaselocked loop circuitry of each station. To eliminate the need for ex-
pensivecircuits, FDDI specifiestheuseof distributed clocking onthe network. Each
station has an autonomous clock sourcefor transmitting or repeating information on
the ring. Each receiver recovers clock and data from its upstream neighbor.

WithinthePHY standard, clockingisdefined aspart of thedatareceivefunction. The
clocking circuitry within each station ensuresthat received dataisproperly decoded.
A phase locked loop circuit derives a 125 MHz clock based on the incoming data.
The resulting clock is used to sample and restore incoming datato logic levels.
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To compensate for any possible clock frequency differences between stations, each
station hasan el asticity buffer. Datais clocked into the buffer at the clock rate recov-
ered fromtheincoming bit stream. It isclocked out of the buffer at the station’sinter-
nal clock rate. TheM A C entity that originatesaframeinsertsat least 16 |dlesymbols
before the frame. The elasticity buffer in asubsequent station can change Idle sym-
bol count as necessary to maintain clock synchronicity among attached stations.

The PHY standard specifies a frequency tolerance of .005% for a station, which
tranglatesto a.01% frequency variation between theincoming clock and the station
internal clock. The standard further specifies a minimum station elasticity of @ 4.5
codebits. Multiplying the .01% frequency differencetimesthe maximum framesize
of 4500 bytes (45,000 code bits) results in the 4.5 code-hit elasticity buffer size.

2.4.6 Smoothing Function

AsaMAC dataframecirclesthering, itispossiblethat repeated el asticity buffer op-
erations could cause sufficient preamble shrinkage to cause a station to lose frames.
To prevent this, asmoother isbuilt into each PHY. Thisfunction compensatesfor the
possibility of preamble shrinkage by absorbing symbolsfrom longer preamblesand
distributing theminto shorter preambles. Thesmoother caninsert or deleteldlesym-
bolsin the preamble as necessary to ensure the proper reception of frames.

2.4.7 Repeat Filter

Therepeat filter prevents propagation of code violationsand certain line statesfrom
the inbound link to the outbound link while permitting the propagation of valid
frames. It also providesfor the propagation of lost (damaged) frames so that they can
be counted by thenext MA C entity onthering. Thisfilter allowsastationto passdata
from itsupstream neighbor to its downstream neighbor without involving the MAC
entity.

2.4.8 Scrubbing

2-14

When aringisreconfigured, attached devices can enter or leavethering. During this
process, orphan protocol data units (PDUs) are sometimes created. These orphan
PDUs may not beidentified as belonging to any particular attached device because
they aregenerated by adevicenolonger part of theoriginal configuration. For exam-
ple, if astation suddenly fails, thestation abruptly leavesthering without compl eting
normal exit procedures. The adjacent station cannot identify the PDUs left behind.
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To remove these orphans, the adjacent station scrubs the ring when a station isin-
serted or removed. The adjacent station generates a series of Idle symbols while
stripping all frames and tokens that are received. This operation is performed long
enoughto guaranteethat all frameshave been removed fromthering andthat thering
will reinitialize. This prevents orphan frames from continually circulating on the
ring and prevents old frames from being received long after they were originally
sent.

2.5 Media Access Control (MAC)

An FDDI token ring consists of stations connected in series by medium forming a
closedloop. Dataistransmitted serially asasymbol stream from oneattached station
to its downstream neighbor. Each station in turn regenerates and repeats each sym-
bol, passing it to its downstream neighbor.

MACisthelower sublayer of the DataL ink layer defined by the OSI reference mod-
el. Thefunctionsof theMACincludethedelivery of LL C PDUs, frameconstruction,
transmission, receiving, repeating, and stripping. The MAC is further responsible
for claiming and beaconing. Error detection mechanisms are also defined in the
MAC standard. Functions defined by the MAC standard include the following:

e Fair and equal access to the ring through use of the timed token

e  Communication between attached devices using frames and tokens
* Ringinitialization (claiming)

* Ring fault isolation (beaconing)

Togaintheright totransmit onthering, stationsmust first acquirethetoken, whichis
aunique symbol sequencethat circulates around the ring following adatatransmis-
sion. Onceastation acquiresthetoken, it removesthetoken fromthering and begins
transmitting data. At the end of transmission, the station issuesanew token onto the
ring, providing other stations with the opportunity to transmit.
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2.5.1 Ring Scheduling

One of the fundamenta concepts of the FDDI network is the use of atimed-token
ring architectureand aTimed-Token Protocol (TTP). To guarantee synchronous ser-
vicetime, the MAC standard specifies that a Target Token Rotation Time (TTRT)
must be observed by all attached stations. TTRT isdetermined by mutual agreement
among all active stations. The TTP guarantees that the token appears at a station by
two times the TTRT. The MAC standard defines the timed token as the means for
acquiring accessto thering in order to transmit datafrom one attached deviceto the
next.

The TTPisamajor difference from such commonly used LAN standards as | EEE
802.5. In some other LANS, astation capturesthe token and flips abit within theto-
kentoindicatethestationhascapturedit. InFDDI, astation capturesthetoken, trans-
mits for its allotted time period, and reissues the token onto the ring once it has
completed transmission or has exhausted its available transmission time.

2.5.2 Data Link Addressing Scheme
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Digital’s FDDI devices employ the 48-bit addressing scheme defined by the FDDI
standards. I n thisscheme, 48 bits specify the destination and source addresses of ac-
tive nodes. Two of the bits also determine whether the address is an individual or
group address, and whether address administrationislocal or by means of the |[EEE
address administrator. The 48-bit address must be unique for al nodes. No two
nodes in the extended LAN can have identical individual addresses. Figure 2—-6
shows the format and defines bits used in the address.

Figure 2—-6: 48-Bit Address Format

48-bit address

I/G U/L Remaining 46 address bits

I/G = Individual or group bit
U/L = Universal or local bit

LKG-4065-901
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Inthedestination addressfield, aOinthel/G bit indicatesthat the 48-bit addressisan
individual address; alindicatesthatitisagroup address. A LintheU/L bitindicates
alocally administered address; aOinthisbit positionindicatesauniversally adminis-
tered address. Inthe sourceaddressfield when sourceroutingisused, thel /G bit isset
to 1. Otherwise, the I/G bit is set to 0.

Digital recommendsusing universally administered addressing to eliminate therisk
of duplicate addressing on the extended network and to eliminate the need for the
network manager to assign addresses. Because every address is unique, this tech-
nique aso eliminates the need to resolve addressing conflicts when LANs are
merged.

2.5.3 Universally Administered Addressing

Universally administered addresses ensure that any address assigned on the ex-
tended LAN isunique. Thisisdone by the use of ahierarchical address administra-
tion. In the 48-bit addressing of FDDI, the 24 Organizationally Unique Identifier
(OUI) bhitsare assigned to the owner of the OUI by the | EEE Address Administrator.
Theremaining 24 bitsare assigned by the owner of the OUI. Controlling address as-
signmentsin this manner avoids address duplication on the LAN. Figure 2—7 shows
the universal address format.

Figure 2-7: Universal Address Format

48-bit address

Oul 24 bits assigned by OUI
G U/L 24 bits long owner
OUI = Organizationally Unique Identifier

LKG-4240-90i

Although OUI assignmentsare specified as 24 bits, the owner of the OUI can set the
I/Gbitto0or 1 asneeded to definean individual or group address. The U/L bit is set
to O to indicate a universally administered address.
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2.5.4 Canonical Addresses and the Order of Transmission

Thel EEE canonical formfor a48-bit addressrepresentstheaddressasa6 octet hexa-
decimal string, with hyphensseparating the octets, asshownin the canonical address
line of Figure 2-8 part A. Thefirst octet containsthefirst 8 bits of the address, with
thel/G bit astheleast significant bit, the U/L bit asthe next significant bit, and so on.
(In Figure 2-8 part A, thefirst octet of the binary representation lineisthe leftmost
octet.)

The |EEE strictly definesthe order of transmission for addressesin the DA and SA
fields. Addressesinthe DA and SA fieldsmust betransmitted I/G bit first, no matter
what transmission order is used by the LAN. Transmission order is|eft to right, as
shown in the transmission order line of Figure 2-8 part A.

Because FDDI transmits symbols MSB first, the correct symbols must be trans-
mitted to guarantee that the DA and SA fields meet the | EEE transmission order re-
guirements. The FDDI symbolslinein Figure 2-8 part A showsthe FDDI symbols
that must be transmitted to produce the proper bit order. This order of transmission
also appliesto addresses carried in SMT frames.

Figure 2-8: Order of Transmission for Addresses

@ Address in SA and DA fields:

Canonical address DE-BC-68-A5-34-27
Binary r_ep_resentation 11011110-10111100-01101000-10100101- 00110100- 00100111
Transmission order 01111011 00111101 00010110 10100101 00101100 11100100

FDDI symbols 7B 3D 16 A5 2C E4
Address in the INFO field:
Canonical address DE-BC-68-A5-34-27

802.3/802.4 transmission 01111011 00111101 00010110 10100101 00101100 11100100
FDDI/802.5 transmission 11011110 10111100 01101000 10100101 00110100 00100111
FDDI symbols DE BC 68 A5 34 27

LKG—-4241-90I
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2.6

Therulesfor order of transmission of addresses apply only to the DA and SA fields.
Addresses carried asinformation in datafields should be transmitted in accordance
with the transmission order rulesfor the specific LAN. For FDDI and 802.5 LANS,
thisis MSB first. For 802.3 and 802.4 LANS, it is LSB first.

The examplein Figure 2-8 part B showsthetransmission order, | eft to right, for the
different LAN types. In thelinelabeled 802.3/802.4 transmission, the I/G bit of the
address is the leftmost bit of the leftmost octet.

In the line labeled FDDI/802.5 transmission, the I/G hit is the rightmost bit of the
leftmost octet. The FDDI symbolsthat represent thistransmission order areshownin
the FDDI symbols line. Addresses carried as data in the info field for interchange
between higher layer protocols (for example, 1SO 9542 or TCP/IP ARP) should be
transmitted in their canonical (6-octet string) form.

Protocol Data Units

Protocol DataUnits (PDUs) arethe unitsof transfer between peer entitiesin thelay-
ered model. FDDI MAC defines two PDU formats: tokens and frames. Frames are
further dividedinto MA C frames, Station Management (SMT) frames, Logical Link
Control (LLC) frames, Void frames, and Implementer frames. Table 2-5listsframe
typesand Frame Control valuesthat definethem. Sections2.6.1, 2.6.2, and 2.7.5 de-
scribe each type of PDU in greater detail.

Table 2-5: FDDI Frames

Frame Control

(FC) Bit Field Frame Type Description

CLFF FFFF

0x00 0000 Void Void frame

1000 0000 Token Nonrestricted token

1100 0000 Token Restricted token

1L00 0001 to 1111 MAC MAC frame

1L00 0010 MAC MAC beacon frame

1L00 0011 MAC MAC claim frame

0LOO 0001 to 1111 SMT SMT frame

0LOO 1111 SMT Next station addressing
frame
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Table 2-5 (Cont.): FDDI Frames

Frame Control o

(FC) Bit Field Frame Type Description

CLO1 r000 to r111 LLC LLC frame

OLO1 rPPP LLC Asynchronous priority trans-
mission, priority determined
by PPP in bit field

1LO2 rrrr LLC Synchronous transmission

CL10r000 to r111 Implementer Implementer frame

CL211 rrrr Reserved Reserved for future use by
standard

C =class r = reserved

L = length X = don't care

P = priority

2.6.1 Tokens

The token is the means by which the right to transmit is passed from one attached
node to another. In FDDI, stations acquire and absorb the token when they want to
transmit data. Immediately after datatransmission, the station putsanew token onto
thering. Figure 2-9illustratesthe M A C token structure. Section 2.6.3 definestoken

fields.

Figure 2-9: Token Format

FDDI token — 22 symbols long

FC|ED

PA SD
PA = Preamble — 16 symbols
SD = Starting delimiter — 2 symbols
FC = Frame control — 2 symbols

ED = Ending delimiter — 2 symbols

LKG-4063-901
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2.6.2 Frames

Although atoken transfers the right to transmit, frames are the means for carrying
MAC control data or user information among stations. Frames are divided into sev-
eral fields, each containing information that defines a specific frame parameter.
Figure 2-10 showsthe FDDI frame format and component fields. Each framefield
consistsof anumber of FDDI symbols. Refer to Section 2.4 for information concern-
ing symbols and data encoding; Section 2.6.3 provides frame field definitions.

Figure 2-10: FDDI Frame Format

FDDI frame — 4500 bytes maximum length

PA SD| FC| DA| SA INFO FCS | ED| FS
PA Preamble INFO Information
SD Starting delimiter FCS Frame check sequence

FC Frame control ED Ending delimiter
DA Destination address FS Frame status
SA Source address

LKG-4066-90I

2.6.3 Frame and Token Fields

Frameandtokenfieldsaredefined asfollows(refer to Table 2-5for bit and field po-
sitions within the frame or token):

Preamble (PA) Thisfield isused for Receive clock synchronization
in frames and tokens. The preamble is transmitted
with at least 16 Idle symbols. Framescan bereceived
that contain more or fewer ldles, depending on sta-
tion behavior.

Starting Delimiter (SD) A unique 2-symbol pattern that indicates the start of
theframeor token. In FDDI thispatternisalwaysthe
symbolsJand K. No PDU isconsidered valid unless
it begins with this sequence.
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Frame Control (FC)

Destination Address (DA)

Source Address (SA)

INFO

Frame Check Sequence

Ending Delimiter (ED)

A 2-symbol field that defines frame or token type.
Thebitsin thisfield are defined as follows from | eft
toright:

C = Class hit, indicating class of service: synchro-
nous or asynchronous. In Digital’s implementation,
it is set to 1 indicating asynchronous frames.

L = Address Length bit, indicating either 48- or
16-bit addressing. In Digital’s implementation, it is
set to 1 indicating 48-bit addressing.

FF = Format bits. Used in conjunction with the other
FCbits, they definetheframetypebeing transmitted:
Void, Nonrestricted Token, Restricted Token, SMT,
MAC, LLC, Implementer, and Reserved.

2777 = Control bits used with the CLFF bitsto de-
fine the frame.

This 48-bit field identifies the station to receive the
frame. The DA can be a single station address, a
broadcast address, or a multicast address.

This 48-bit field identifies the originator of the
frame.

Thisfield contains the data to be transmitted over
thering. It can be either MAC control information or
user data. Fieldlengthisvariablebut islimited by the
maximum FDDI frame size of 4500 bytes.

This 32-bit field contains a Cyclic Redundancy
Check (CRC) value based on the contents of the FC,
DA, SA, INFO, and FCSfields. The receive station
uses this value to verify the accuracy of the trans-
mitted frame.

Thisfieldindicatestheend of aframe. For tokens, the
ED is dways two T (Terminate) symbols. For
frames, the ED isalwaysone T symbol.

Fiber Distributed Data Interface System Level Description



Frame Status (FS) Thisfield consistsof the Error Detected (E), Address
Recognized (A), and Frame Copied (C) indicators.
Theseindicators can contain an Reset (R) or Set (S)
symbol.

2.7 Station Management (SMT)

Station Management (SMT) provides the necessary services at the station or local
level to monitor and control an FDDI node. It allows stationsto work cooperatively
over thering, and ensures proper station operation. SMT providesthefollowing ser-
vicesto an FDDI node:

e Connection management (including insertion and removal)
* Configuration management

* Encoding of SMT frames

e Fault isolation and recovery

Although FDDI stations can have multiple instances of the MAC, PHY, and PMD,
all FDDI station types have only one SMT entity. SMT contains three major proto-
cols. Connection Management, Ring Management, and SMT Frame Services. The
three SMT protocol sarediscussed inthefollowing sections. Figure 2—11 showshow
SMT isincorporated into the FDDI architecture.

2.7.1 Connection Management (CMT)

Connection Management (CMT) isthat portion of SMT that performsPhysical layer
insertion and removal, and controls the configuration of PHY sand MACswithin a
node. CMT controlsthe connection of nodesto the FDDI network, the physical con-
nection of PHY s in separate nodes (including concentrators), and other functions
such asscrubbing and trace. Figure 2—11 showsCMT inrelation to other elementsof
SMT. The CMT components are as follows:

* Physical Connection Management (PCM)— Provides for management of the

physical connection between adjacent PHY's. Thisincludes connection estab-
lishment, link confidence testing, and enforcement of connection rules.
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* Configuration Management (CFM)—Provides for the configuration of PHY
and MAC entities within anode. There isonly one CFM entity in a station;
thereis only one CFM entity for each PHY in a concentrator.

e Entity Coordination Management (ECM)—Provides for control of bypass
relays and signaling to control PCM.

Figure 2-11: Station Management Architecture
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2.7.2 Connection Rules

Inthe FDDI topology, therearefour physical port (PHY -port) types: A, B, M, and S.
Figure 2-12, a simplified diagram of a concentrator, shows the various PHY -ports
used in FDDI. These PHY ports are defined as follows:

PHY A—Connects to the incoming primary ring and the outgoing secondary
ring of the FDDI dual ring. This port is part of a dual attachment station
(DAS) or adua attachment concentrator (DAC).

PHY B—Connects to the outgoing primary ring and the incoming secondary
ring of the FDDI dual ring. This port is part of aDAS or aDAC. Thisportis
also used to connect the DAS to the concentrator.

PHY M —Connects a concentrator to a SAS, DAS, or another concentrator.
This port is implemented only in the concentrator.

PHY S—Connects a SASto a concentrator PHY-M port. PHY S also con-
nectsto a DAS or another SAS, but these configurations are not always rec-
ommended.

Figure 2-12: PHY- Port Types
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In the ANSI FDDI standards, connection rules are specified to ensure against the
construction of illegal topol ogies. Connectionsbetween stationshavethe statusof in
useor not in use. When acableis connected adecision ismadeto use or not use that
cable in the token path. The ring connection rules for Digital devices arelisted in
Figure 2-13. Inthefigure, ThisNodeisthe reference point for all connection deci-

sions.

Figure 2-13: FDDI Connection Rules Matrix

This Node
PHY port A B M S

A No Rule 1 Yes Yes
Other B Rule 2 No Yes Yes
Node

Yes
M Rule 3 Note 1 No Yes
S Yes Yes Yes Yes
Yes Accepts this connection

No

Does not accept this connection

LKG-4810-91I

Rulel: PHY B of This Node accepts connection to PHY A of Other Nodeiif:

e PHY A of ThisNodeis not connected, or

e PHY A of ThisNodeisconnected to PHY B or PHY S of another node.

Rule2: PHY A of This Node accepts connection to PHY B of Other Node if:

e PHY B of ThisNodeis not connected, or

o« PHY B of ThisNodeisconnected to PHY A or PHY S of another node.

See also Note 2.
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Rule 3:

Note 1:

Note 2:

PHY A of This Node accepts the connection to PHY M of Other Nodeiif:
« PHY B of ThisNodeis not connected, or

o« PHY B of ThisNodeisconnected to PHY A or PHY S of another node.
See also Note 2.

Backup tree connection (dual homing)

The connection of PHY B of ThisNodeto PHY M of Other Node always
takes precedence over the connection of PHY A of This Nodeto PHY M
of another node.

When a connection between PHY A of ThisNodeand aPHY M or PHY B
of another node exists, it isdisabled when PHY B of ThisNode connectsto
PHY M of Other Node.

If theconnection breaksbetween PHY B of ThisNodeand PHY M of Other
Node, the connection is reestablished between PHY A of This Node and
PHY M of another node.

Tree connections are preferred over dual ring connections

Tree connections are preferred over dual ring connectionswhen only one of
two connections may be accepted.

The connection of PHY A or B of ThisNodeto PHY M of Other Node al-
way's takes precedence over the connection of the remaining PHY (A or B)
of ThisNodeto PHY A or PHY B of another node.

The connection is disabled between the remaining PHY (A or B) of This
Nodeand PHY A or PHY B of another nodewhen PHY A or PHY B of This
Node connectsto PHY M of Other Node.

2.7.3 Ring Management (RMT)

The Ring Management (RMT) portion of SMT receives statusinformation from the
MAC and CMT configuration logic. RMT then reports this status to the SMT and
higher level processes. Services provided by RMT include stuck beacon detection
and resolution by means of Tracing, MAC availability for transmission, and dupli-
cate address detection and resolution.
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Inthe case of astuck beacon (astationislockedinto continuousbeacon frametrans-
mission), astuck-beacontimerin RMT measuresthelength of beacon transmission.
If beaconing exceedsthetimer limit, RM T beginsstuck-beacon recovery procedures
to restore the station to normal operation, if possible.

This process begins with the transmission of a directed beacon, which informs the
ring of the stuck condition. If the ring has not recovered by the end of thistransmis-
sion, then RMT initiates the Trace function. Trace provides arecovery mechanism,
using Physical layer signaling, for stuck beacon conditionsonthe FDDI ringwhen a
stuck beacon cannot be localized to asingle link. Refer to Section 2.10.2 for ade-
tailed discussion of the Trace function.

Duplicate addressesonthe FDDI ring can prevent thering from becoming operation-
a. If RMT logic detectsthat its MAC has aduplicate address, RMT takes action to
allow the ring to resume normal operation.

2.7.4 SMT Frame Services
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SMT frame services provide control and observation mechanismsfor the FDDI net-
work. These services are implemented by means of different SMT frame classes.
Within each frame class, different frame types are also defined. Frame classidenti-
fiesthefunction theframeis performing. Typeindicateswhether theframeisan an-
nouncement, request, or response to arequest. The Header field of an SMT frame
containsclassand type definitionsfor the SMT frame. These classesinclude, but are
not limited to, the following:

* Neighborhood Information Frames (NIF) are used by a station to announce
its address and a description of the station. Stations also use these frames to
reguest this information of a neighbor station.

e Station Information Frames (SIF) are used to request, and providein re-
sponse to another request, a station’s configuration and operating informa-
tion. In addition, SIF frames contain information about the attachment status
of each port. Thisinformation can be used to create a physical ring map that
show the token path and the topology.

* Reguest Denied Frames (RDF) are generated in response to an unsupported
frame request.
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2.7.5 SMT Frames

The SMT frame consists of threefields as shown in Figure 2-14. The MAC header
portionidentifiestheframeasan SMT frameand contai nsthe source and destination
addresses. The SMT header identifiesthe SMT classandtypeof theframe. TheSMT
INFO field containsthe SMT parameters to be transmitted.

Figure 2-14: SMT Frame Format

MAC header SMT header SMT INFO
13 octets 20 octets

0 to n octets

LKG-4242-90i

2.8 Logical Link Control (LLC)

Although not part of the standard, FDDI requires LLC for proper ring operation. It
resides in the second, or Data Link, layer of the OSI model. Asin most Data Link
standards, L L C definesthetransmission of aframe of databetween two stationswith
no intermediate switching nodes. Figure 2—15 showsthe relationship between LLC
and FDDI. FDDI assumes implementation of the IEEE 802.2 LL C standard.

Figure 2-15: Logical Link Control and FDDI

Station Management (SMT)

Logical Configura- <_RX
Link MAC vt PHY PMD [
Control Tx
LKG-4068-90I
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Dataistransmitted between LLCs by means of LLC PDUs, which are frames with
Frame Control fieldsdesignating the INFO field ascontaining LLC information. As
part of the LLC PDU, a service access point addressis included indicating that the
receiver isaparticular LLC client. LLC frames can cross bridgesinto the extended
LAN; MAC and SMT frames cannot do this.

Ring Operation

This section describes basic FDDI ring operation. It provides an overview of ring
functionality using the conceptsdescribedin thepreceding sections. It also discusses
timing, steady state operation, ring initialization, and the claiming process. Section
2.10 describesthe beacon process and the trace function. Because of the complexity
of FDDI, itisbeyond the scope of thisdocument to describe every detail of ring oper-
ation.

2.9.1 Asynchronous Ring Transmission

InDigital’sFDDI implementation, all attached stations use asynchronousdatatrans-
missionto passdataaround thering. In asynchronousdatatransmission, all attached
stationsaredynamically allocated atransmissiontimebased onthe TTRT (discussed
previously). Stations acquire the token and transmit until the Token Holding Time
(THT) expires.

Asynchronous transmission, when used in the context of the FDDI environment,
pertainstoringtrafficand servicesthat are not extremely delay sensitive. Do not con-
fuse this usage with the asynchronous transmission of data on the physical media,
which referstotheintercharacter timing of atransmission asused onlow speed lines
for devices such as ASCII terminals. Digital’s FDDI devices receive synchronous
and asynchronous transmissions, but they transmit asynchronous only.

2.9.2 Timers
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Each station on the FDDI ring uses three timers to regul ate operation of the FDDI
ring: the Token Rotation Timer (TRT), the Token Holding Timer (THT), andthe Val -
id Transmission Timer (TV X). Thesetimersareadministeredlocally by theindivid-
ual stations.
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The TRT, which times the period between the receipt of tokens, is critical to the
successful operation of the FDDI network. Itisinitialized to different val uesdepend-
ing onthestatusof thering. Thistimer controlsring scheduling during normal opera-
tion and it isaso used for timing error recovery in the node. The TRT is set during
normal operation to thevalue of the Target Token Rotation Time (TTRT) negotiated
by stations attached to the FDDI ring. Section 2.9.3 discusses this in more detail.

TheTHT controlsthelength of time during which astation can start transmission of
asynchronous frames. Attached stations can begin asynchronous transmissions if
THT has not expired. THT is initialized with the amount of time remaining until
TTRT expireswhenthetokeniscaptured. Thestation cantheninitiate asynchronous
transmission until THT expires.

The TV X times the period between valid transmissions on the ring and allows the
station to recover from transient ring errors. The TV X isused in the detection of ex-
cessivering noise, tokenloss, and other faults. It isreset onreceipt of avalid frameor
token.

2.9.3 Target Token Rotation Time, Claiming, and Initialization

This section describesnormal station power up and the physical connection process,
whichiscontrolled by CMT using PHY signaling. At power up, stations recognize
their neighbors on the fiber by transmission of a defined line state sequence (QLS—
HLS-ILS). Once stations acknowledge each other, they exchange information on
port type and connection rules. They negotiate link confidencetest (LCT) duration,
run LCT, and exchange results. If LCT passes, they complete the physical connec-
tion by transmitting another defined line state sequence (HLS-MLSHLYS).

Once the physical connection is complete, FDDI requires the establishment of a
TTRT to ensurethat stationsreceive guaranteed servicetime. The TTRT default val-
ueinthe Digital environment is 8 ms; thisvalue is not normally changed. If neces-
sary, TTRT can be set to adifferent value based on the number of attached stations,
thelength of thering, and thetime required by each station to transmit data over the
ring. TTRT isnegotiated during ring initialization by meansof aclaim token bidding
process (described in the following paragraphs). Figure 2—16 shows how the claim-
ing process operates.

Concepts 2-31



Figure 2-16: Claiming Process
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1. All active stations start issuing claim frames.
2. Station 2 receives a shorter claim and yields.
3. Station 3 receives a longer claim and continues
sending claim frames.
4. Stations 1 and 4 receive a shorter claim and yield.
5. Station 3 receives its own claim frame signaling
that it has won the bidding process.
6. Station 3 issues the token. LKG—-4064-90|

The claiming process determines which station will initialize the ring. The process
beginswhen oneor more MA Csenter theclaim state. Inthisstate, theMAC continu-
aly transmits claim frames. The claim frame contains the originator’s address and
the station’s bid (called T_Bid) for TTRT.

Receiving stationstakeincoming claim framesand comparethereceived TTRT with
their bidfor TTRT. If thereceived T_Bidrepresentsashorter (intime) TTRT thanthe
station’s own bid value, then the station repeats the claim frame and stops transmit-
tingitsown claim. If thereceived bid valuerepresentsalonger (intime) TTRT, then
the station strips the claim frame and continues transmitting frames with its own
T_Bidontothering. The claim winner is determined when astation receivesitsown
claim frame. In the event that two or more stations make identical bids, then the sta-
tion with the longest and highest address wins the bidding.
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Eventually, thering isfilled with claim frames from the winning station, which ini-
tializes the ring by issuing a nonrestricted token. This token passes around the ring
without being captured by any station. Each stationinturn, upon receipt of theinitial
token, resetsits TTRT to the negotiated value (T_Neg) and setsits Ring Operational
bit. Synchronous transmissions are alowed on the second token rotation. On the
third token rotation, nodes can begin asynchronous data transmission. At this point,
thering isin steady state operation.

Because FDDI uses nonprioritized, asynchronous transmission with anonrestricted
token, bandwidthistime-sliced among all active stationson thering. Thismode sup-
ports fair access to the ring at aframe-level granularity.

2.9.4 Steady State Operation

In steady state operation, the ring has been initialized and all attached stations are
fully functional. A station that isready to transmit waitsfor atoken. The station cap-
turesthetoken fromthering, which allowsit to transmit. The station continuesiniti-
ating transmissions until either it has no more data to transmit or the THT expires.

Capturing thetokenin an FDDI ring differsfromtheprocessusedinan 802.5ringin
whichastation ready to transmit capturesthetoken and flipsabit within thetoken. A
station ready to transmit datain FDDI must wait until it detects atoken. The station
then capturesthetoken, stopstherepeat process, and beginstransmitting frames. Af-
ter the station capturesthetoken, thereisno token onthering, effectively prohibiting
other stations from transmitting data onto the ring.

Aseach station receives aframe, it checksfor its own address and for frame errors.
Stations use the Frame Status field, which consists of a number of symbols called
Control Indicators, to signal frame condition. If the frameis destined for the station
that hasreceived it, the station setsthe A Control Indicator in the Frame Statusfiel d.
It then copiesthe frame and setsthe C indicator, if the copy is successful. Repeating
stationssimply retransmit the dataframesonto thering to their downstream nei ghbor
while checking for errors. Figure 2—17 showsthe process of capturing thetoken and
transmitting a frame on an FDDI ring.
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Figure 2-17: Capturing the Token
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Thereceiving station theninsertsasymbol in oneor more of theframe statusindica-
tors depending on the status of the incoming frame.

* An Ssymbol in the E indicator signals that an error has been found in the
frame.

* An Ssymbol inthe A indicator signals that the receiving station recognized
its own address.

* An Ssymbol inthe C indicator signals that the receiving station has copied
the frame.

Depending upon actions taken by layers above the Data Link layer, the MAC can
makeuse of, or ignore, the Frame Status Control indicators. If used, the combination
of the A indicator set and the C indicator reset can beinterpreted as notification that
thedestination station did not copy theframe. Sincebridgesdo not set the A indi cator
when forwarding frames, and since the addressed station may exist elsewhereinthe
extended LAN, itisnot correct tointerpret the A indicator reset asnotificationthat a
station does not exist. In most applications, the A and C indicators are ignored.

All stations, except the transmitter, receive and then repeat each frame from the
transmitting station. Thisresultsin adelay being introduced on the ring by each re-
peating station. Thetotal delay introduced by the transmitting station and al| repeat-
ing stations, plusthe cable propagation delay, isthering latency. Assoon asastation
finishestransmitting, it places anew token on thering. If thering latency is greater
than thelength of astation transmission, itispossiblefor atokento beissued beforea
frame is stripped from the ring.

Frames placed onto the ring by the transmitting station, after circulating around the
ring, are stripped by the transmitting station. Stripping causes partial frames, called
fragments or remnants, to beleft on thering after astation transmits. Logic circuitry
in the FDDI stations ensures that frame remnants do not degrade ring operation.
Framefragments are removed from the ring when they encounter atransmitting sta-
tion.
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2.10 Ring Maintenance

2-36

Theresponsibility for monitoring ring integrity isdistributed among al attached sta-
tions. Each station monitors the ring for conditions that require ring initialization.
These conditionsincluderinginactivity longer than TV X, invalid framesonthering,
or aphysical or logical break inthering. To detect alack of ring activity, stationsuse
theinternal timer TV X to track the length of time between reception of valid frames
or tokens. If thistime exceedsthevaluein TV X, an error condition isindicated and
stations enter the claim process. If the claim processfails, the station enters the bea-
CON Process.

Stations leave the steady state whenever a ring or station malfunction occurs.
Figure 2—18 showsthe eventsthat occur whenthereisabreak inthefiber of an FDDI
ring. In Figure 2—-18, thetoken path on the primary ringisfrom station A to station B,
and so forth. If abreak in the primary ring occurs between station A and station B,
PCM at PHY A of station B seesthelossof optical signal ontheinput fiber. Station B
then shuts down the connection, which turns off the optical transmitter on the sec-
ondary ring (that transmitsto PHY B of station A). Station B then wraps.

PHY B of station A detectslossof signal onthereceiver, soit shutsdown the connec-
tion and wraps. Stations A and B then attempt to restart the physical connection, but
the PCM protocol detects the break and does not complete the initialization se-
guence. Thering remainsoperational becausestationsA and B arewrapped until the
fault is corrected or until another fault partitions the ring.
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Figure 2-18: FDDI Typical Ring Recovery
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1. A break in the primary ring causes port A of station B to detect signal
loss and wrap.

2. Port B of station A also detects signal loss and wraps.

3. Stations A and B attempt to restart the physical connection. SMT PCM
detects the break and does not complete initialization.

Note: All devices on the ring are dual attachment stations or dual attachment
concentrators.
LKG-4071-90I

2.10.1 Beaconing

If aring malfunction causesaclaimtofail, orif SM T requestsit, an FDDI station can
start the beacon process. In this state, a station begins continuous transmission of a
beacon frame (refer to Table 2-5 for frame structure). The MAC usesthisframe to
announce that the ring is broken and to locate and isolate the fault, if possible.

If astation receives abeacon from its upstream neighbor, it stops beaconing and re-
peats the upstream beacon. If no beacon is received, the station transmits a continu-
ous beacon stream. If astation receivesits own beacon, it assumesthelogical ringis
restored, ceases beacon transmission, and begins the claim process.
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2.10.2 Trace
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Thetracefunction usesPHY signaling to recover from astuck beacon condition. In
the event of a stuck beacon condition, the fault islocalized to the beaconing MAC
and its nearest upstream neighbor MAC. The trace function causes al stations and
concentratorsin the suspect section of theringto leavethering and run Pathtestinan
attempt to localize the fault.

Stations run Pathtest to check the components of thefailed path. Thistest checksthe
transmit and receive componentsof the path, including the optics and switching log-
ic. If Pathtest finds a fault, the station remains off the ring.

Figure 219 illustrates the trace function. The transmitter in station A is defective
and begins issuing a continuous stream of Idle symbols onto thering. The TV X in
station B timesout. Station B attemptsto recover by claiming—andfailing that— by
beaconing. Finaly, station B determinesthat it isstuck beaconing and beginsatrace.

Thetrace signal (MLS) from station B propagates from B to A over the secondary
ring. Stations A and B leave the ring and begin running Pathtest. Running Pathtest
should alow station A to detect itstransmitter fault. If it doesnot, thefaultisdetected
when stations A and B attempt to restart the connection. PCM will not completethe
initialization and the connection remains down (asin the example of Figure 2-18).

Although this example deal s with stations on the dual ring, trace operates the same
way inatreetopology. Thetrace alwaysoccursbetweentwo MACsonthering, with
thetrace being propagated upstream over the transmit fiber of thering from the bea-
coning MAC back to the defective station.
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Figure 2-19:

Detection of Defective Station
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1. Defective station A transmits continuous idle symbols.

2. Downstream station B fails the claim process and begins issuing beacon

frames.

3. Station B detects a stuck beacon and initiates the trace function by sending

MLS to its upstream station.

4. Stations A and B leave the ring and begin Pathtest.

5. If Pathtest detects a fault in station A, station B rejoins the ring and A

remains down.

6. If Pathtest fails to detect the fault, stations attempt to rejoin the ring. At this

time, PCM prevents defective station A from

reconnecting to the ring.
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2.11 Digital Enhancements

Digital has developed two agorithms for FDDI: the Frame Content |ndependent
Stripping algorithm and the Ring Purger algorithm.

2.11.1 Frame Content Independent Stripping Algorithm

On FDDI aMAC entity (also called aMAC) isrequired to remove (strip) its own
transmitted frames after exactly one traversal of the frames around the ring. The
ANSI FDDI MAC Standard usesa Source AddressMatch algorithm for frame strip-
ping, where a received frame or fragment is stripped if the Source Address field
matches the MAC'’s address.

Digital developed the Frame Content Independent Stripping (FCIS) algorithm for
use by a station to remove or strip framesthat it has transmitted onto the ring. The
algorithm is also called the Bridge Stripping algorithm.

The algorithm allows frames to be stripped independently of the content of the
frame. Thisis extremely important for implementations, like bridges, that have to
transmit frameswith source addresses of other stationsondifferent LANs. Theago-
rithm allows implementations like bridges to strip frames without having to do any
addresscomparisonsinreal time. The FCISalgorithminteroperateswithandiscom-
patible with implementations of the ANSI FDDI MAC standard.

TheFCISagorithm isbased on stripping the same number of framesthat the station
has transmitted since the last token capture. It does so by keeping aloca count of
frames transmitted but not yet stripped. It strips frames until the count is zero.

Each time aframe is transmitted the algorithm increments the count. Each time an
error-free frameisreceived and stripped, the algorithm decrements the count. Also,
if thecount isgreater than zero, thea gorithm stripsframes even with aFrame Check
Sequence error without decrementing the count.

I n addition to the count mechanism, theal gorithm requiresthetransmission of awell
formed Void frame (Void with FCS), which istransmitted at the end of transmitting
the frames and prior to transmitting the token. When the well formed Void frameis
received, and if it iserror free, the local count is set to zero unconditionally. On re-
ceipt of atoken, claim, or beacon frame the count is set to zero. When the count is
zero, the MAC strips frames based on the Source Address Match algorithm.
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The ANSI FDDI MAC standard definesawell formed Void frame asaspecia frame
that causesthe Valid Transmission Timer (TV X) in al stationsto bereset. The stan-
dard further stipulates that Void frames are not to be copied by any MAC. All well
formed Void framesused by FCIS contain the transmitter’saddress asthe source ad-
dress so that they can be properly stripped by the transmitter. The well formed Void
frameis 17 octets long, which is the minimum size frame allowed by the standard.

Digital presented the FCIS algorithm to the ANSI FDDI Committee in November
1988 and in June 1989, where it was highly regarded. The presentation showed the
committee that the algorithm has all the right properties and is robust. Digital also
published and presented papers on thisalgorithm at SIGCOMM 90 and at the Local
Computer Network Conference in September and October 1990.

2.11.2 Ring Purger Algorithm

On all types of token rings, aframe can circulate indefinitely if it is not removed. A
framethat is not removed (stripped) after itsfirst traversal of theringiscalled aNo
Owner frame (NOF). While the occurrence of an NOF may be rare, the conse-
guences of allowing the circulation of NOFs are severe. Station resources are con-
sumed by receiving these No Owner frames, possibly several times. For example, a
singleNOF on FDDI may cause astation to receive duplicate copiesof aframeat the
rate of up to 20,000 frames per second and may consume almost 80 M b/s bandwidth
on thering and the receiving station.

The ANSI FDDI standard does not specify aguaranteed method of removing NOFs.
It should be noted that other token rings, such as the IEEE 802.5 token ring, have
mechanismsfor removing NOFs. Inthe | EEE 802.5 token ring, one of the tasks per-
formed by the monitor station is to remove NOFs.

Digital has invented a simple, yet robust, agorithm (called the Ring Purger algo-
rithm) that corrects problems posed by NOFs by removing them reliably from the
ring. The mechanism used by aRing Purger isextremely simple, requiring thetrans-
mission of Void frames, which are not received by the stations on thering. Thering
bandwidth consumed is small and is an insignificant proportion of the total ring
bandwidth.
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The Ring Purger algorithm consists of two parts: an el ection algorithm to designate,
in adistributed manner, astation asthe purger; and the purging algorithmitself. Any
oneof the Digital stationsinthering can beelected to act asthering purger. A unigue
station capable of being thering purger isnot needed. All Digital stations participate
in this set of algorithms.

The primary purpose of the Ring Purger election algorithm isto ensure that thereis
one, and only one, ring purger operating in the ring most of the time.

TheRing Purger algorithmfirst electsone Digita station asthering purger. Thedes-
ignated ring purger station then removes (purges) NOFsand fragmentsfromthering
transparently. Although thering purger is not part of ANSI FDDI standard, it inter-
operates with and is compatible with implementations compliant with the ANSI
FDDI standard.

The Ring Purger algorithm recovers from ring initializations and from failure of a
station acting asthering purger. Eachtimetheringisinitialized, aDigital station be-
comesthering purger if itisthe FDDI MAC Claim token winner or if it wasthe ring
purger prior to thering initialization.

A ring purger announces its presence periodically by transmitting a Purger Hello
frame. If there are multipl e stations capabl e of acting asring purgers, the stationwith
the highest addressis el ected the ring purger. If thereisno ring purger after ring ini-
tialization or any timeduring ring operation, anew ring purger iselected usingadis-
tributed election protocol.

Thering purger election protocol frames (for example, Purger Hello frames) usethe
SMT Extended Service frames. The el ection algorithm is designed to el ect one, and
only one, stationto bethering purger. The overhead of the purger election algorithm
isnegligible becausethering purger only periodically (approximately every 10 sec-
onds) sends ashort SMT Extended Service frameto the other participating stations
on thering.
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Theremova of NOFsfrom thering isachieved by the purging algorithm, which op-
eratesasfollows. Thering purger waitsfor atoken. Onceit capturesatoken, if it has
framesto transmit, it transmits the frames. Once the transmission is completed, the
ring purger transmits two well formed Void frames followed by the token. These
Void frames are extremely small (17 bytes long) and consume little, if any, of the
ring’s usable bandwidth. The Void frames demarcate the end of transmission of the
ring purger’s frames. The Void frames are transmitted with the destination and
source address equal to the My Long Address (MLA) of the ring purger.

When thering is operating normally, the ring purger receivesonly the framesit sent
followed by the Void frames. Thering purger stripsthering of all frames and frag-
ments until it receives one of its Void frames. It then strips the two Void frames it
transmitted and ceases stripping frames from thering. If there are NOFscirculating
on thering, the ring purger aso strips these NOFs while stripping all the framesiit
receives before receiving its Void frames. The ring purger does not begin another
purging operation until it receivesthetoken. Thering purger ceasesto operate when
it sees a Beacon or Claim frame.

Anactivering purger ensuresthat no frameonthering circulatesasan NOF for more
than onetraversal of thering. Theseframeswill therefore be received at most twice
by the destination stations. The presence of thering purger strictly limitsthe degra-
dationin performance of the stationson the ring and the bridged-L AN dueto NOFs.

Theimpact of the ring purger on the performance of the ring and the stations on the
ring is negligible. Stations compliant to the ANSI FDDI MAC standard experience
no overhead becausethe Void frameshave no effect. The ANSI FDDI standard spec-
ifiesthat stations are not to copy Void frames. This prevents station resources from
being consumed by the Void frames.

Thering bandwidth used by the ring purger is a so negligible, because thetwo Void
frames aretransmitted only when atoken isreceived. Also, the transmission of two
Voidframestakesonly 4.48 microseconds. The Ring Purger algorithmisdesigned so
that the bandwidth consumed becomes smaller as the load on the ring increases.
Whenthestationsonthering usemoreof theavailable bandwidth, theoverhead con-
sumed by the ring purger decreases.
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Thering purger transmitstwo Void frameseachtimeit seesthetoken. Onanidlering,
thering purger transmits Void frames at ahigh rate. However, under thisidle condi-
tion, the Void frames are only using bandwidth on thering that is being wasted asa
result of no stationstransmitting on thering. When theringisidle, the consumption
of ring bandwidth by the Void framesisof no consequenceto the stations, whichalso
do not receive these frames. As soon astheload onthering isincreased, the rate of
Void framesdecreases, until it finally reduces down to two Void framesevery TTRT
period.

Under heavy load, the ring purger transmitsthe Void framesless frequently. For ex-
ample, under avery heavy load onthe ring, it cantakeuptoaTTRT (which canrange
from4to 173 milliseconds) for thetokento makeonetraversal aroundthering. Thus,
theload posed by thering purger’sVoid frames backs off when thereisaload on the
ring. Intheworst case, on aheavily loaded ring, thering purger’seffect on the usable
bandwidth is less than 0.22% (approximately).

The ring purger algorithm cleans NOFs from the ring transparently, and therefore,
helps to improve the robustness and reliability of the FDDI token ring operation.
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3.1

Concentrators

The concentrator plays a central role in FDDI topologies. It provides a connection
point for end stations or other concentratorsin aphysical tree. It supports building
and campus wiring topol ogies through the creation of hierarchical trees. It also sup-
ports the dual ring design specified in the FDDI standards. This chapter provides a
general explanation of theconcentrator anditsrolein FDDI applications. Section 3.5
provides configuration guidelines for using the concentrator in an FDDI network.

Digital’s concentrator, the DECconcentrator 500, providesthe flexibility to accom-
modate the diverse building wiring schemes found at customer sites. It is the key
component in the Digital dual ring of trees topology. It also supports small work-
group topologies when used in a standalone configuration. The concentrator en-
hances reliability and maintainability in both large and small networks.

Description

The concentrator isan optoel ectronic device that connects stations or other concen-
tratorsto the FDDI network. It mapsthelogical token ringinto ahierarchical physi-
cal tree. The concentrator is an active device that decodes, retimes, and modifies, if
necessary, the data stream as it passes through the concentrator. By cascading con-
centrators, network builders can create dual ring of treestopologies. In astandalone
topology, it is the hub in a workgroup topology.

The main advantage of the concentrator isthat it removes control of ring topology
fromindividual stationsand placesitintheconcentrator itself. Thisfeatureincreases
thereliability of the network for al users. Network managers can use the concentra-
tor toalter thenetwork topol ogy by selectively removing or inserting attached nodes.
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TheFDDI standard definestwo concentrator types. asingleattachment concentrator
(SAC) and adual attachment concentrator (DAC).

TheDAC hasall thenecessary componentsfor attaching tothedual ringor intoatree
(acting asaSAC). The SAC cannot connect directly to the dual ring becauseit lacks
thenecessary hardwareand logic. Figure 3—-1 and Figure 3—-2 show two concentrator
topologies, the standalone and the dual ring of trees topology.

Figure 3-1: Concentrator in a Standalone Topology
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Figure 3—2: Concentrators in a Dual Ring of Trees Topology
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Figure 3-3illustratesthe basic architecture of aconcentrator. Theoptional MAC en-
tity providesM A C servicesto the concentrator. If the MAC entity isimplemented, it
is placed just in front of the outbound port. This helps to ensure that SMT station
mapping can be performed accurately. The configuration switch providesinternal
configuration capabilitiesto the concentrator, allowing it to disconnect any or all at-
tached nodesfromthering. With the configuration switch, the concentrator canroute
the data path as required according to the number of attached devices. This switch
also disconnects nonfunctional stations attached to the concentrator.
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Asshown in Figure 3—-3, the concentrator containsanumber of PHY and PMD enti-
ties. Each PHY/PMD combination makes up an FDDI PHY port. These PHY ports
are full duplex with atransmit and receive function.

Figure 3-3: Concentrator Architecture
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Concentrator PHY ports can betype A, B, M, or S. The DECconcentrator 500 has
PHY portstypeA, B, and M only. Type A and B ports connect the concentrator to the
primary and secondary ringsof thedual ring. Type B ports can also connect one con-
centrator to the M port of another concentrator. Type M ports can connect stationsor
other concentrators to the FDDI network. Refer to Figure 2-13 for device connec-
tion rules.
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Concentrators with type S ports are part of a SAC. They connect the SAC to the
FDDI network through the M port of another concentrator.

3.2 Concentrator Functions

The concentrator performsthreereconfiguration functions: stationinsertion, station
bypassing, and scrubbing. Station insertion and station bypass are performed by the
configuration switch, based on inputsfrom SMT. Ports can be switched into and out
of thering either by control of SMT Connection Management or with amanagement
command. Refer to Section 2.4.8 for a description of the scrubbing function.

Depending on the requirements of anetwork or the desired application, the concen-
trator can beequippedwithaMAC or it canbeM A C-less. Section 3.2.1 describesthe
two available concentrator types and their differences. The remaining sections de-
scribe MAC functionsin further detail.

3.2.1 MAC and MAC-less Concentrators

The ANSI standards specify that concentrators can be constructed with or without
theMAC. Theaddition of aM AC alowsthe concentrator to be managed by aremote
management station using the same FDDI (in-band remote management).

Concentratorsnormally operate without need of manual intervention and provideall
basic services independent of MAC capability. A concentrator can be managed
through alocal management interface. A network manager can observe and control
the concentrator directly, or remotely through a communications channel. Remote
management may be provided throughthesame FDDI (referredto asin-band remote
management) or through aseparate channel (referred to as out-of-band remote man-
agement).

Management addsthe capabilities of remote monitoring and network configuration.

Inlargenetworks, thisfunctionality isusually required to ensure proper maintenance
and control of the network.
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Concentrators automatically configure the ring and connect stations to the ring
through the servicesof SMT Configuration Management (CMT) and Ring Manage-
ment (RMT). MAC-less concentrators are most useful in cases either where out-of -
band remote management is needed for reliability or where local management is
sufficient, such as in standalone topol ogies serving a limited geographical area. In
these cases, in-band management is an unnecessary expense.

3.2.2 Station Bypass

Station bypass allowsthe concentrator to logically and physically disconnect the at-
tached station from thering. The concentrator doesthisaccording to aspecific set of
conditions as set forth by SMT Physical Connection Management (PCM). The oc-
currence of any one of these conditionsresultsin the station being removed from the
ring. The concentrator will disconnect the station if one of the following events oc-
curs:

* The attached station is powered off or the mediais unplugged.
e The concentrator PCM detects a defective connection.

* The concentrator PCM is explicitly requested to reconfigure by a network
management entity, removing an attached station from the network.

* The concentrator PCM detects a high error rate on the connection.

PCM, aserviceof theSMT entity, ispart of the Connection M anagement (CMT) por-
tion of SMT. It initializes the connection of neighboring PHY's. PCM also provides
support for connection maintenance and detection of marginal connection condi-
tions.

3.2.3 Network Management

3-6

Independent of network management, the concentrator hasthe capability to remove
and insert any connection. For example, the concentrator can disconnect itself, a
SAS, or aDAS based on the results of the Link Error Monitor (LEM), whichisa
function of CMT. The LEM monitorsthe connection’sbit error rate (BER). If asta-
tion'sLEM determinesthat the BER istoo high, the concentrator removes the con-
nection from the ring.
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3.3

3.4

3.5

From anetwork perspective, network management software allows the manager to
configure a concentrator to suit the needs of the network. Under control of the net-
work manager, the concentrator can remove or insert stations as necessary. The net-
work manager can also access the management information maintained by the
concentrator. The resultant information can be used for error checking.

Concentrator Operation

Frames pass through the concentrator by way of the PHY A, B, and M ports. If the
concentrator is attached directly to the dual ring, frames enter by way of the PHY A
port (if the primary ring isactive), flow through the PHY M portsto attached nodes,
and exit by way of the PHY B port. If the concentrator is part of atree and not con-
nected to the backbone, frames from the higher level concentrator enter through the
PHY B port, flow through the PHY M portsto attached nodes, and back through the
PHY B port to the higher level concentrator.

If theconcentrator isdual homed and the backup link isactive, framesfromthe high-
er level concentrator enter throughthe PHY A port, flow throughthe PHY M portsto
attached nodes, and exit by way of the PHY A port.

Concentrator Planning Considerations

When planning for the installation of concentrators, such as the DECconcentrator
500, in an FDDI network, consult the following Digital manuals:

*  DECconnect System Fiber Optic Planning and Configuration
* DECconnect System Fiber Optic Installation

Configuration Guidelines

Thissection providesan overview of rulesand requirementsfor the configuring of a
concentrator into an FDDI network. In most cases, Digital products autoconfigure.
Physically installing a DECconcentrator isdescribed in theinstallation manualsfor
the product.
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The concentrator can be an integral part of the following network topologies:

e Dual ring of treesin abuilding or campus wiring system.

* Dual ring of concentratorsin a backbone wiring systems (Figure 3-4).

»  Standal one workgroup configurations such as LANSs connecting high-per-
formance workstations and servers. These workgroups can also be connected

to a backbone system.

Figure 3—-4: Dual Ring of Concentrators in a Backbone Wiring System
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3.5.1 Concentrator Connection Rules

Use the following rules when connecting a concentrator into an FDDI network.

Maximum distance between concentrators must not exceed 2 km (1.2 mi) for
multimode connection, 1 km (0.62 mi) for low-power multimode connec-
tions, and 40 km (24 mi) for single-mode connections. This includes cables
connected between the patch panel and the device.

Total length of the network must not exceed 200 km (124.2 mi). Thisdis-
tance must include the length of the secondary ring, if adual ring isimplem-
ented.

Distance between concentrators and attached stations must not exceed 2 km
(2.2 mi) for multimode connections, 1 km (0.62 mi) for low-power multi-
mode connections, and 40 km (24 mi) for single-mode connections.

Maximum number of stationsin an FDDI LAN is 500 (1000 Physical layer
entities). A station can have one Physical layer entity (SAS), two Physical
layer entities (DAS), or multiple Physical layer entities (concentrators). Digi-
tal supports the configurations specified in the ANSI FDDI standard. Howev-
er, Digital recommends that an FDDI LAN generally be limited to 100
stations and 20 concentrators due to performance and reliability characteris-
tics of large rings (see also Section 1.8).

Maximum number of concentratorsin an FDDI network (dual ring of trees
and dual ring) is limited by the maximum number of Physical layer entities
that can connect to the ring (see also Section 1.8).

Maximum optical attenuation allowable between a concentrator port and its
neighbor is 11 dB for multimode connections, 7 dB for low-power multimode
connections, and 22 dB for single-mode connections. Minimum allowable
optical attenuation for single-maode connectionsis 12 dB.

Refer to Section 2.7.2 for FDDI device connection rules.

Concentrators 3-9



3.5.2 Concentrators and Structured Wiring

3-10

Commercial building wiring standards, such asEIA/TIA 568, addressall communi-
cation needsincluding voice, data, and video for single or multiple building applica-
tions. EIA/TIA 568 defines a wiring system that supports a multivendor, multi-
product environment. At the center of thewiring systemisahierarchy of connection
equipment that supports the network.

The connection hierarchy specified in Digital’s implementation of EIA/TIA 568 is
the Main Distribution Frame (MDF), I ntermediate Distribution Frame (IDF), Hori-
zontal Distribution Frame (HDF), and the Wallbox. The concentrator can belocated
anywhere in the structured wiring scheme.

Digital’simplementation of FDDI fully supportsthe EIA/TIA 568 Building Wiring
Standard asit appliesto fiber optic cabling. The FDDI wiring subsystem structures
consist of the following:

* Interbuilding backbone (multibuilding system) that goes from a Main Distri-
bution Frame (MDF) in one building to the Intermediate Distribution Frame
(IDF) in one or more buildings.

* Intrabuilding backbone (single building system) that goes from the IDF to
one or more HDFs.

* Horizontal wiring system that goes from an HDF to an office Wallbox.

IntheInterbuilding Campus Backbone, concentratorsare connected in adual ring at
theMain Distribution Framein one building. Fromthe MDF, fiber cablerunsto con-
centrators at Intermediate Distribution Frames in the other buildings. Within each
building, concentrators at the | DFs connect to concentrators at one or more HDFs.
FromtheHDF, fiber cable can berundirectly to theend station by meansof the Wall-
box.

Figure 3-5 is aconceptual view of thiswiring scheme using the recommendations
set forthin EIA/TIA 568 for structured wiring installations. Itispossibletoinstall a
custom ring that exceeds the recommendations of thisstandard aslong asFDDI dis-
tance and PM D-specific loss limits are not exceeded.
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Figure 3-5: Concentrators Cascaded in Equipment Rooms
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Figure 3—-6 showsthe concentrator in dual ring of treetopology. Figure 3-6isacon-

ceptual view of acampusbackbone wiring scheme. Thisfigure also showsthe PHY
port connections for each concentrator.
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Figure 3—6: Dual Ring of Trees in a Campus Environment
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Bridges

Bridgesarethe connecting devicesbetweenlocal areanetworksinan extended LAN
architecture. Bridgesallow the creation of extended LANsby acting asdatalink re-
laysbetween similar or dissimilar LAN types(seeFigure4—1). Inthe FDDI environ-
ment, the bridge actsasalink between FDDI LANsor an FDDI LAN and other LAN
types. This chapter explains bridge operation and the DECbridge 500/600 series
FDDI-to-802.3/Ethernet SAS and DAS bridges. Also included in this chapter isa
functional bridge description aong with planning and configuration considerations
for FDDI bridge. For amore detailed discussion of bridges, refer to the Bridge and
Extended LAN Reference manual.



Figure 4-1: Extended LAN Examples
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4.1 Description

Bridges are protocol-independent, specialized LAN stations that provide the con-
nection point between two or morelocal areanetworks. They are store-and-forward
devices operating at the Data Link layer. Bridges receive and store frames from at-
tached LANSs and selectively filter the frames or forward them to their destination
address. Thisreducestotal traffic ontheextended L AN by filtering unnecessary traf-

fic from the network.
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In the FDDI environment, SAS bridges connect to the dual ring through aPHY M
port connection of aconcentrator. DA Sbridgesconnect directly to thedual ring or to
concentrators. One or more ports to the other network(s) complete the data path
through the bridge. Figure 4-2 isafunctional diagram of atypical FDDI bridge. A
SASbridgehasaPHY Sport. A DASbridgehasaPHY A andaPHY B port. Both
SASand DAS bridges have all the additional elements of a SAS or DAS including
the PHY, PMD, MAC, and SMT.

Figure 4-2: FDDI Bridge Functional Diagram
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4.2

Bridge Functions

Basic bridge functions include tranglation, frame forwarding and filtering, source
addresstracking, participationinthe spanning treeal gorithm, network management,
and Internet Protocol (1P) fragmentation. FDDI bridge structure includes an FDDI
SAS or DAS port(s), one or more portsto other network(s), address table and table
lookup logic, packet memories, translation processor, and the forwarding/filtering
control processor.

4.2.1 Translation Not Encapsulation

4-4

A magjor reasonfor choosing FDDI isthat it isdesigned to beanindustry standard for
high-speed networks. To take advantage of this, users should avoid FDDI compo-
nentsthat lock them into a specific vendor implementation. Otherwise, the user be-
comestiedto aclosed, proprietary system with equipment choiceslimitedtoasingle
source.

Encapsulation is a technique used by some vendors to send data over the extended
network. In encapsulation, packets received by the bridge from the non-FDDI net-
work become the datain an FDDI frame. Using a proprietary protocol, the bridge
surrounds, or encapsul ates, the packet with an FDDI header and trailer and retrans-
mitsit onto the FDDI ring. Only abridge, or other receiving device, supplied by the
samevendor or onewho subscribesto the same proprietary protocol can make use of
thisencapsulated data. Although thismethod isfairly simpletoimplement, it results
in the user being forced into a closed, proprietary, single-vendor network architec-
ture.

To avoid this pitfall, and in keeping with the open system philosophy, Digital does
not use encapsulation. Digital employsthetrandation processinitsbridge architec-
ture. Inthetrandation process, the bridge modifiesthefields of aforwarded packet,
making it compliant with the packet format of the network to which it is being for-
warded. Although difficult to implement because it must bedoneinreal time, trans-
lation allows the use of other vendor components in the network as long as they
adhereto the various network standards on both sides of the bridge. See Section 4.3
for further details on trandlation.
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4.2.2 Frame Forwarding and Filtering

Thebasic purposeof abridgeistoforward framesbetweenitsattached LANS, so that
the stations on each LAN can communicate with al other stationsasif they wereon
onelargenetwork. Bridgesdonot forward all framesthat passacrossaL AN. Bridges
forward only thoseframesdestined for astation on another port. If aframeisdestined
for astation known to be on the same port asthe sending station, the bridge discards
the frame.

Under network management control, bridges can be configured to filter certain
framesfrom crossing the bridge. For example, individual addressescan be set so that
the bridge will alwaysfilter, or alwaysforward, frames destined to these addresses.
The bridge does this regardless of whether or not it recognizes the addresses as be-
longing on the extended network.

Additionally, the bridge can be instructed to filter frames based on their source ad-
dressand/or protocol type. Thesefilters can be set on groups of ports, or they can be
set globally.

4.2.3 Source Address Tracking

Digital and IEEE 802.1 require that bridges be salf-configuring. For abridge to de-
termine whether to forward or discard a given frame, it must maintain alist of all
known station addressesinthe extended network, and the port onwhichthestationis
located. Each bridge maintains a source address table that it automatically updates.
Thistable, called the Forwarding Database, is built from the source addressesinre-
ceived frames.

When a bridge receives aframe, it records the source address of the frameinto its
Forwarding Database (address table), along with an indication of the port from
which the frame was received. Because every frame contains the source address of
the transmitting node, the bridge is constantly updating its forwarding database,
learning the location of every station that sends aframe over the network. In an ex-
tended network, every bridge learns where stations are located, relative to its own
position in the network, as frames pass through the bridge.
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4.2.4 Spanning Tree

Thelogical topology of an extended LAN must be loop-free to prevent the circula-
tion of packetsindefinitely on the extended network.To eliminate this problem, the
extended network formsalogical configuration, called aspanning tree, which elimi-
nateslogical loopsin the extended network. This spanning treeis based on the span-
ning tree agorithm defined by Digital and implemented with minor changes by
IEEE 802.1d. Digital bridges default to the IEEE 802.1d application and use the
LAN Bridge 100 spanning treeimplementation if they detect bridgesthat do not sup-
port |IEEE 802.1d.

The spanning tree al gorithm hastwo primary functions: the creation of oneand only
one path between any two bridges, and the proper connection of all LANs into a
single extended LAN. The algorithm works by having all bridgesin agiven LAN
exchange Hello messages (bridge PDUS). The bridges use the information in these
messages to elect which bridges can forward frames and which cannot.

Bridges that form redundant paths in an extended LAN go into backup mode. In
backup mode, bridgescontinueto monitor network traffic but do not forward frames.
If the active bridgefails, the backup bridge noticesthefailure and beginsto forward
frames.

4.2.5 Network Management

Network management can monitor conditions on the extended network and adjust
thelogical topology to optimizetraffic patternsand to fix thingsif they gowrong. To
these ends, bridges maintain counters to keep track of the number of frames for-
warded and discarded, and other such events.

Thebridgeforwarding database can beremotely observed and modified. Thisallows
network management to determinethelocation of user stations, or to managevarious
regions of the extended network. By adjusting parametersin the spanning tree com-
putational process, anetwork manager can optimize the algorithm performance for
specific topologies.

The spanning tree algorithm database al so contains useful information about the ex-

tended network topology. Thisinformation is made availableto the network manag-
er through the use of higher-level protocol messages.
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4.2.6

4.3

Network management isal so used to set special filters; for example, protocol filters.
Network management entriesfor thesefiltersare stored in anonvolatile memory so
that they can be restored easily on power up.

Internet Protocol Fragmentation

FDDI permits frames up to 4500 bytes in length. The 802.3/Ethernet LAN cannot
handle frame sizesthislarge. To ensure that frame size restrictions are not viol ated
when framescrossthe bridge, the bridge performsaprocess called fragmentation on
large FDDI IP frames. Fragmentation occurs when aframeislarger than the frame
size allowed by the outbound port.

A frameis fragmented only if its LLC header indicates that it is an IP frame. The
bridge receivesthe frame and decides how many packets must be generated. 1t then
constructs the new packet(s) with a protocol type indicating IP frame and a new
checksum in the | P header. The bridge also manipulates the header bits to indicate
that theframeisafragmented frame. The outbound port transmitstheresulting pack-
etswithnew datalink CRCsfor each packet. At thedestination station, theframesare
reassembled in the proper sequence.

Bridge Operation

The FDDI bridge providesatransparent link between networks. Users on the FDDI
ring can freely exchange datawith users on other networks. Dataistransmitted over
the FDDI ring in frames up to 4500 bytesin length. AsFDDI dataisreceived inthe
bridge, it is placed in packet memory buffers arranged in a queue structure. Each
buffer isassigned a descriptor containing status information about buffer contents.

The queue manager (QM) determines the ultimate destination of frames received
fromthe FDDI ring. The QM doesthisby looking at the descriptor, sourceand desti-
nation address, Frame Control field, type and quantity of previously received
frames, and the bridge forwarding database. Based on thisinformation, the QM for-
wardsthe frames or discards them. Packets destined for another network are placed
into the FDDI forward queue for retransmission from the other network port.
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At this point, the translation processor takes the packets and descriptors and physi-
cally movesthem into the packet memory of the other network interface. Asthey are
moved, the packets are converted to the format required by the other network. These
packets are then passed to the network interface controller and eventually clocked
onto the network.

Datareceived from the other network is handled in basically the same fashion. The
filtering/forwarding processor determines where the received frames are to be sent.
Packets are moved into the trandation processor and converted to FDDI format.
Datato be transmitted to the FDDI ring is placed in the FDDI transmit queuefor re-
transmission to the FDDI network.

4.3.1 FDDI Port

4-8

The DECbridge 500/600 seriesincorporatesaPHY Sport or aPHY A and PHY B
port initsdesign, making the bridgeaSAS or DAS. FDDI entitiesin the bridgein-
cludeaPHY, PMD, MAC, and SMT. Figure 4-1 shows SAS and DAS bridge con-
nections to FDDI. Figure 4-3 shows a SAS bridge connection to a concentrator.

Figure 4-3: SAS Bridge-to-Concentrator Connection

Concentrator

PHY
M

PHY
S

SAS bridge
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4.4

DatafromtheFDDI network passesthroughthe FDDI interfacewhereitisconverted
from optical signals, error checking is performed, and the resultant datais passed to
FDDI packet memory.

Performance Considerations

A major reasonfor migrating tothe FDDI network isitshigh bandwidth and resultant
large data-transmitting capacity. To take advantage of this power, a bridge must be
capable of supporting high throughput. It should not be a bottleneck on thering. To
beeffective, abridge must makeframeforwarding decisionsinreal time. Key bridge
performance characteristics are forwarding rate, filtering rate, and latency. Digital
providesthe performance characteristicsin all three areasto support the FDDI band-
width.

Theforwarding rateisbased on the number of data packetsthat can betransferredto
andfromthe FDDI network. It should belargeenoughto allow ahigh volumeof traf-
fic between the FDDI ring and other networks. Forwarding rate isdetermined by the
speed of the bridgein parsing apacket, verifying the destination addressby checking
its forwarding data base, and determining whether or not to forward the packet.

Thefiltering rateisthe speed at which thebridge processesreceived packetsto deter-
minewhether they areto beforwarded acrossthe bridge. A high filtering rate keeps
the bridge from clogging with data packets that are not being forwarded. Efficient
filtering reduces the probability of overflowing internal storage areasand missing a
packet to be forwarded. Efficient filtering reduces the probability of alost packet.

Latency isthedelay incurred when data crossesthe bridge. Certain applicationsand
protocols are delay sensitive. High latency resultsin nodes not being able to access
devices on remote networks. High latency can cause the delay time between end
nodesin an applicationto exceed theapplication’ sresponsetimerequirements, caus-
ing poor performanceor connection failures. Digital designsitsbridgesto minimize
latency time, thereby enhancing bridge performance.
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4.5 Bridge Planning Considerations

When planning for the installation of an FDDI Bridge such as the DECbridge
500/600 series, consult the following Digital manuals:

*  DECconnect System Fiber Optic Planning and Configuration
* DECconnect System Fiber Optic Installation

4.6 Bridge Configuration Guidelines

Thissectionlistsgeneral configuration guidelinesfor the DECbridge 500/600 series.
These bridges allow the use of aSAS or DAS connection to the FDDI network, and
provide one or three ports that interface to 802.3/Ethernet networks.

The DECbridge 500/600 series connects to the FDDI ring through a concentrator
(SAS bridges) or directly to thering (DAS bridges). Although the FDDI standards
allowaPHY Sport to connect to any other FDDI port type, Digital recommendsthat
aSAS bridge's PHY S port connect to aPHY M port of the concentrator. Refer to
Section 2.7.2 for FDDI device connection rules.

4.6.1 General Connection Rules

Usethefollowing guidelineswhen connecting one of the DECbridge 500/600 series
into an FDDI network:

*  SAS bridges should connect to aPHY M port on an FDDI concentrator to
work in an FDDI ring. DAS bridges can connect directly to the dual ring or
can be dual homed through aPHY M port on two separate concentrators.

*  Maximum distance between the bridge and the concentrator or adjacent sta-
tion must not exceed 2 km (1.2 mi) for multimode connections (refer to
Figure 4-4) and 40 km (24 mi) for single-mode connections. This includes
cables between the patch panel and the device.

e Maximum number of stationsin an FDDI LAN is 500 (1000 Physical layer
entities). A station can have one Physical layer entity (SAS), two Physical
layer entities (DAS), or multiple Physical layer entities (concentrators).
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Digital supports the configurations specified in the ANS| FDDI standard.
However, Digital recommends that an FDDI LAN generaly be limited to 100
stations and 20 concentrators due to performance and reliability characteris-
tics of large rings (see aso Section 1.8).

Maximum number of bridges (SAS and DAS) in an FDDI network is limited
by the maximum number of Physical layer entities that can connect to the
ring (see also Section 1.8).

Maximum number of bridges between two stations on the extended LAN is
seven.

Maximum allowable optical attenuation between the bridge and an adjacent
FDDI station is 11 dB for multimode connections and 22 dB for single-mode
connections. Minimum allowable optical attenuation for single-mode connec-
tionsis 12 dB.

Figure 4-4: Bridge Distance Requirements for Multimode Connections

FDDI 100 Mb/s network
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FDDI bridge
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AUl interface
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Other network if connected to the ThinWire port
N 3 {H
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Thefollowing rulesapply if aDEChridge 500/600 seriesunitisbeinginstalled using
the AUI connector on the 802.3/Ethernet side of the bridge:

* If the bridge connects to an |EEE 802.3 transceiver such as the H4005, the
transceiver cable must be an |EEE 802.3 compliant transceiver cable
(BNE3H/K/L/M or BNE4C/D).

¢ |EEE 802.3 transceiver cables and Ethernet transceiver cables cannot be in-
terconnected.

* If the bridge connects to an 802.3/Ethernet network, maximum length of the
802.3/Ethernet transceiver cable cannot exceed 50 m (164 ft). This maximum
length is reduced by the internal cabling equivalency of adevice (such asa
DELNI) that is connected between the bridge and the transceiver, or by the
use of an office transceiver cable. The internal cabling equivalency of such a
device must be subtracted from the 50-m (164-ft) maximum.

NOTE

Cabling equivalency isameasure of theinternal timing
delay of a device expressed in meters of transceiver
cable, for example:

If adevicehasa5-m (16.4-ft) cabling equivalency, then
itsmaximum allowabletransceiver cablelengthis50m
(164 ft) minus 5 m (16.4 ft) or 45 m (148 ft).

Office transceiver cable (BNE4x—xx), because of its
smaller diameter, hasasignal lossthat isfour timesthat
of the(BNE3x—xx) transceiver cable. If officetransceiv-
er cableisused, themaximumtransceiver cabledistance
must be divided by 4. The maximum office transceiver
cablelength allowed is 12.5 m (41 ft).

If a Digital FDDI-t0-802.3/Ethernet bridge is being installed using the ThinWire
connector, maximum length of the ThinWire cable segment is 185 m (606.95 ft).

For device-specificinformation related to cabling equival ency, refer tothe DECcon-
nect System Planning and Configuration Guide.
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5.1

5.2

Adapters

FDDI adapters connect end-user nodes to the FDDI ring. Adapters allow attached
devicesto act assingleattachment stations(SAS) or dual attachment stations(DAS).
This chapter provides afunctional overview of adapters. It also discusses planning
and configuration considerations for these devices.

Several different adapters are available in the Digital product set. This chapter pro-
vides ageneral overview of one type of adapter. Although construction and imple-
mentation may vary from one adapter to another, basi c functionality and purpose, the
connection of adevice to the FDDI network, remains the same.

Description

Digital’sfamily of FDDI adapters are single attachment stations that connect to the
FDDI ring by meansof the concentrator. Part of the adapter isaninterfaceto aspecif-
ic workstation or system bus; for example, TURBOchannel, or other standard bus
interface (see Figure 5-1). The SAS components of the adapter consist of aPMD,
PHY, MAC, and SMT entity. Connection to the FDDI ring isthroughaPHY S port.
Inordertoproperly interfacetothering, theadapter should attachtoaPHY M port on
a concentrator. Section 5.5 lists basic configuration guidelines for the adapter.

Adapter Functionality

Adapters connect to the end node’s internal bus structure. Digital’s FDDI adapters
useinternal microprocessor-controlled logicto permit datatransfer between theend
node and the FDDI network without intervention of the host processor.



Digital FDDI adapterscan belogically divided into four separate componentsasfol-
lows: (See Figure 5-1.)

* Hostinterfacelogic
e Adapter manager

*  Packet memory

* FDDI SAS port

Figure 5-1: Adapter Model

Ring entry |<—»
mover
Packet memory and
packet memory controller
Host < . | Adapter ) 5 FDDI
interface manager SAS port
To internal system bus To concentrator
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5.2.1 Host Interface

5-2

The host interface connects the adapter to the host’sinternal bus. It containsal the
necessary logicto passframesto and from host memory. Aspart of itsstructure, buff-
ersinthe host interface provide the capability for high-speed datamovement to and
from the host.
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5.2.2 Adapter Manager

The adapter manager oversees the transfer of data between the node and the FDDI
ring. Functions performed by the adapter manager include the following:

e Adapter initialization
e Error handling
* Device driver command implementation

* Loca management of the FDDI MAC, PHY, and PMD components within
the adapter

¢ Collection and maintenance of node statistics

5.2.3 Packet Memory

Packet memory within the adapter operatesin much the same manner asthe memory
inabridge. Datafrom the FDDI ring is placed in queues within this memory space.
Virtual addressingisusedto accessthedataasit progressesthrough thequeues. Asin
the bridge, the data itself never actually moves until its final destination is deter-
mined. A descriptor word containing control information for each received packetis
actually passed around theentities. Thiswordischanged asrequired when dataown-
ership changes. Depending on thetype of packet or framereceived, thedataispassed
onto the node, forwarded to the adapter manager, or discarded.

Similarly, datafrom the node moves through packet memory. Onceit is determined
that the data is meant for transmission onto thering, it is passed to the FDDI port.

5.2.4 FDDI Port

Theadapter incorporatesaPHY Sport initsdesign, making the adapter aSASnode.
FDDI componentsinthe adapter includeaPHY, PMD, MAC, and SMT entity. Data
from the node that is destined for the FDDI ring passes to the FDDI port. Here the
dataisformatted into FDDI frames and transmitted over the ring.

5.3 Operation

Actua adapter operation is a complex process. The following sections provide a
summary of theinitialization and ring-access processesthat an adapter goesthrough
when it isfirst powered on.
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53.1

53.2

5.3.3

Initialization

Theadapter must beinitialized whenitispowered on or recovering fromafatal error
condition. In the initialized state, the adapter has allocated all buffers for internal
memory, loaded all registerswith appropriate start addresses, and isready to process
commands from the user device. During this process the following occurs:

* Self-test diagnostics are run to ensure adapter integrity. If the tests pass, the
remaining events occur. If not, the adapter is not initialized.

* Internal logic devices are initialized.
* The48-bit adapter LAN addressis |loaded into data registers.

Accessing the Ring

Oncetheadapter isinitialized, it must accessthe FDDI ring. Thisisaccomplished as
follows:

* After successful initialization, the adapter transitions to the run state and
starts FDDI logic testing.

*  After successful completion, the FDDI logic requests connection to the ring
by generating a series of claim frames.

* After synchronizing with the ring, physical and logical connections are estab-
lished and the adapter is able to communicate with other attached devices.

Network Management Functions

To permit network management, Digital adaptersincorporate anumber of functions
in their basic design. Proper use of these functions provide the network or system
manager with the ability to monitor and control adaptersindividually, or asadistinct
group, from a remote location. These adapter functions include the following:

* Request ID
e SystemID
* Request counters

¢ Remote boot
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5.4 Adapter Planning Considerations

When planning for theinstallation of an FDDI adapter, consult thefollowing Digital
manuals:

*  DECconnect System Fiber Optic Planning and Configuration

* DECconnect System Fiber Optic Installation

5.5 Adapter Configuration Guidelines

This section lists genera configuration guidelines for Digital’s adapters. Digital
adaptersare singleattachment stationsthat connect to the FDDI ring by meansof the
concentrator.

Althoughthe FDDI standardsallow a PHY Sport to connect to any other FDDI port
type, Digital recommendsthat aPHY Sport connecttoaPHY M port of aconcentra-
tor. Refer to Section 2.7.2 for FDDI device connection rules.

Use the following guidelines when connecting an adapter into an FDDI network.

e SAS adapters should connect to a concentrator PHY M port to work in an
FDDI ring. In a standalone configuration, the adapter PHY S port can con-
nect to a concentrator PHY A or PHY B port.

*  Maximum alowable distance between the concentrator and an adapter is 2
km (1.2 mi) for multimode fiber connections, and 100 m (330 ft) for Thin-
Wire and shielded twisted-pair. Thisincludes cables between the patch panel
and the device. Figure 5-2 shows the distance requirements for an FDDI
adapter with multimode fiber. It also shows the connection to a concentrator.

e Maximum number of stationsin an FDDI LAN is 500 (1000 Physical layer
entities). A station can have one Physical layer entity (SAS), two Physical
layer entities (DAS), or multiple Physical layer entities (concentrators).

Digital supports the configurations specified in the ANSI FDDI standard.
However, Digital recommends that an FDDI LAN generally be limited to 100
stations and 20 concentrators due to performance and reliability characteris-
tics of large rings (see also Section 1.8).
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*  Maximum number of adaptersin an FDDI network is limited by the maxi-
mum number of physical layer entities that can connect to the ring (see aso
Section 1.8).

e Maximum number of patch-panel connections between the concentrator and
the adapter is two connections.

e Maximum alowable loss between an adapter and the concentrator is 11 dB
for multimode connections.

Figure 5-2: Adapter Distance Requirements for Multimode Fiber
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Network Management

Proper management isimportant to the successful maintenance of anetwork. With-
out sophisticated and flexible management software, even the most powerful net-
work can become an unwieldy, hard-to-maintain system.

Network management, asenvisioned by Digital, isameansfor network and system-
level personnel to effectively design, implement, and maintain networksto meet spe-
cific organizational goalsand technical needs. Digital providesaframework for the
management of heterogeneous, multivendor systemslinked by anumber of network
environments. Thisability to manage devicesover an extended network providesus-
ers with tremendous flexibility in terms of network design and cost.

In the Digital scheme, network management is one component of Enterprise Man-
agement. Thisterm appliesto Digital’s ability to manage not just a given network,
but abroad spectrum of systems, including voice and data, corporate-wide and per-
sonal computing, and distributed computing environments.

Digital believes that the concept of Enterprise Management Architecture is where
the future of system management lies. In designing EMA, Digital hasfollowed the
model set forth in the OSI system management architecture. This chapter describes
part of the Enterprise Management Architecture through a discussion of manage-
ment over the extended network.



6.1

6.2

6-2

Network Management Benefits

Digital’s network management tools provide the following benefits:

* Flexibility
e Extensibility
* Integration

¢  Growth Potentid

A further benefit is protection of the network investment. Because existing compo-
nents, as well as any additions, are supported, there is no need to discard existing
eguipment when expanding network facilities.

Network Management Functions

Network management functions are those parts of the software system that network
and system-level personnel useto monitor, control, and maintain the network. Asset
forth in the ISO/OSI management framework, these functions are as follows:

* Network configuration management to set or change operating parameters of
the network

* Fault management to detect, diagnose, and correct network faults and error
conditions

* Performance management to monitor and evaluate network performance
*  Accounting management to monitor and evaluate network resources
e Security management to provide a secure computing environment

If management functions such as fault notification and fault logging are implem-
ented independently of the network components being managed, theresult isanin-
crease in the scope of the management system. Management functions must be
capabl e of being customized according to user requirements. They must be capable
of interaction, so that the output of one function can be used asinput to another. This
providesfor the implementation of more sophisticated management applicationsto
support the network systems throughout their existence, from planning and imple-
mentation to operation and change.
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Theroleof thel SO/OSI categoriesisto serve asthebasisfor devel oping usableman-
agement applications. For example, to betruly effective, network operation requires
the integration of performance, fault, and configuration management information.
The following sections describe the various |SO/OSI componentsin further detail.

6.2.1 Network Configuration Management

Network configuration management provides ameans for configuring the network
anditscomponentsthrough setting or changing the operating parameters of thelocal
or extended network. This includes turning the parameters on or off, altering their
operational status, and collecting and distributing current status information of at-
tached devices.

Ring mapping, apart of FDDI configuration management, enablesuserstoidentify
all stationson the FDDI network. Thisfeature allowsmapping of the FDDI network
configuration, providing network managers with valuable ring status information.

6.2.2 Fault Management

Fault management provides ameans for detecting, diagnosing, and correcting net-
work faultsand error conditions. Fault management capabilitiesinclude the receipt
of unsolicited error messages from network devices, periodic polling for error mes-
sages, and setting error thresholdsfor individual devices. Through proper settingand
monitoring of operational parameters (for example, error alarms and threshold lim-
its), network managers can actually prevent certain fault conditions.

6.2.3 Performance Management

Performance management allows the network manager to monitor and eval uate the
performance of local and extended networks by collecting and processing relevant
data. Theinformation is gathered from device counters and error reports, then pro-
cessed and analyzed for network planning and tuning.

6.2.4 Accounting Management

Accounting management allows managers to effectively monitor and eval uate net-
work resourcesand their use. Thisfunctionidentifiesusage costsassociated with the
network, and providesthe necessary toolsfor identifying and charging usersfor net-
work time. Accounting management is an application function.
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6.2.5 Security Management

6.3

Asnetworks becomelarger and more complex, and as more companies place highly
sensitive dataon the network, the ability to create asecure environment increasesin
importance. Security management defines those facilities required to manage net-
work services: authentication, control of access to resources, and the protection of
confidential information on both the local and extended network.

Digital’s Network Management Capabilities

Network management isdonethrough the use of alayered software product that runs
on adesignated host station. This software communicates with corresponding soft-
ware on network devices, allowing the network manager to remotely configure,
manage, and monitor devices on the extended LAN. These devicesinclude thefol-
lowing:

e FDDI and non-FDDI bridges

* FDDI concentrators

The following sections describe some of the capabilities of Digital’s network man-
agement software.

6.3.1 Device Naming

With the network management software, all manageabl e bridges and concentrators
can beassigned unique A SCI I names, as opposed to more cumbersome hardware ad-
dresses. These names can then be used in commands to the devices.

6.3.2 Device Registry

The management software creates a network registry containing information about
each manageabl e bridge and concentrator in the extended LAN. This registry con-
tains device type, address, name, and a brief description for each attached device.
Registry information can be added or modified asrequired. Depending on the man-
agement software, this information can also be automaticaly collected as new
bridges or concentrators are added to the network.
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6.3.3 Event Messages and Event Log

The network management station can display error and event messages. The net-
work manager collects these messages by polling and by error or event logging.
Event codescan a so berecordedin anevent log. Thenetwork management software
providesas mple mechanismfor report generating based onthe contentsof theevent

log.

6.3.4 Security

In any open network, security isaways a primary concern. Digital’s network man-
agement software providestheability to assign passwordsto all bridgesand concen-
trators in the extended LAN. Set from the network management station, these
passwords prevent the unauthorized control and configuration of network devices.
Devices store the passwords in their nonvolatile memory.

6.3.5 Configuration Parameters

Network management software allowstheuser to remotely set bridgeand concentra-
tor configuration parameters from the network management station. Configurable
parameters include the following:

Spanning tree parameters— Controls the extended LAN logical layout and
performance by manipulating bridge and line spanning tree parameters.

Firmware upgrade down-line loading— Enables a bridge or concentrator to
accept down-line loading of firmware upgrades, eliminating the need to per-
form upgrades at the bridge or concentrator site.

I P fragmentation— Enables an FDDI bridge to break large Internet Protocol
(IP) frames received from the FDDI LAN into smaller frames for retransmis-
sion across the bridge. For example, fragmentation occursin Digital FDDI-
to-Ethernet bridges because maximum frame size in the FDDI LAN is 4500
bytes, but 802.3/Ethernet can only support a 1500-byte frame size. The DEC-
bridge 500/600 series units come with the default mode set to fragment 1P
traffic.

I P fragmentation error checking—Enables an FDDI bridge to perform header
checksum verification on large | P frames received from the FDDI LAN to
ensure data integrity of frames being sent across the bridge. The DECbridge
500/600 series units automatically perform IP fragmentation error checking.
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6.3.6

6.3.7

6.3.8

6.3.9

6-6

Initialization

The user can initialize bridges and concentrators from a network management sta-
tion. Doing thisforcesthedeviceto reset itsinternal countersto zeroand runitsself-
test diagnostics. At initialization, bridges perform the spanning tree computation
process that determines active and standby bridges. Concentrators perform the ini-
tialization process described in Section 2.9.3.

Bridge Port Enabling and Configuring

From the network management station, bridge portsin the extended LAN can been-
abled and disabled. Asbridges are enabled and disabled, the spanning tree computa-
tion processdetermineswhich arethe active and which arethe standby bridgesinthe
network.

In the FDDI environment, network management software can set the maximum to-
ken rotation time (T_MAX), the requested token rotation time (T_REQ), and Valid
Transmission Time (TVX). Setting T_REQand T_MAX for all attached deviceson
the FDDI LAN allows the user to control the value of Target Token Rotation Time
(TTRT) onthe FDDI LAN.

PHY Port Configuration and Control

The network manager can enable and disable the PHY ports of concentrators. This
allowsthe configuring of networks to fit the needs of the network users. Managers
also have the ability to set Link Error Monitoring (LEM) threshold limitsfor FDDI
devices. LEM performs continuous testing of links during ring operation to ensure
the bit error rate is being met.

Address Filtering

With Digital’ snetwork management software, network managers can add or remove
addresses at the forwarding database of abridge (FDDI and non-FDDI). This capa-
bility is used to block certain stations from sending or receiving frames across a
bridge, localizing traffic on aspecific subnetwork or to stationswithin asubnetwork.
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6.3.10 Protocol Filtering

In addition to addressfiltering, network management software allowsthefiltering of
protocolsat abridge (FDDI or non-FDDI). Thiscapability instructsthebridgetofor-
ward or filter (discard) frames based on the protocol information within the frame.
Thisfeatureisuseful to regionalizetraffic or toisolate broadcast stormsor other pro-
tocol-related problems. Selective protocol filtering allowsonly sel ected protocolsto
crossthebridge. Again, selected protocols are specified using the network manage-
ment station and supported software.

6.3.11 Network Monitoring

Devicestatus, characteristics, and counter contentsareall accessiblethroughthenet-
work management software. Bridges, concentrators, and the connection to each port
onthesedevicescan beaddressed. Inthe caseof bridges, the spanning tree parameter
settings and the outcome of the spanning tree computational process are accessible
using the software.

6.3.12 FDDI Physical Ring Mapping

The network management software supports creation of aphysical ring map of at-
tached devicesinthe FDDI LAN. Thismap allows a user to determine the order of
token rotation among devices on the ring.

6.3.13 SMT Neighborhood Information Frame (NIF) Display

Besidesdisplaying the NI F contents, network management software can usetheNIF
framesto show the order in which each station appearsin the token path. Other uses
of the NIF contents include downstream neighbor information gathering and dupli-
cate address detection.

6.3.14 SMT Station Information Frame (SIF) Display

The network management software can display SIF frames from individual FDDI
stations. These frames contain a station’s configuration and operating information.
Network management software can create aphysical ring map using the SIF config-
uration information. The operating information can be used as an aid in ring fault
detection.
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6.3.15 Troubleshooting

Digital’s network management software provides the network user with awealth of
useful information. Proper use and interpretation of this information results in a
powerful troubleshooting tool. By properly analyzing the network performance and
error information, a user can diagnose and correct a variety of network problems
with minimal effect on overall network performance.

Combiningthe FDDI dual ring of treeswith the power of Digital’s network manage-
ment software resultsin adynamic network resistant to failures caused by everyday
events. Proper use of the network management tools allows the user to isolate and
remove problem network deviceswith little or no effect on network performance or
throughput.
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OSI Reference Model

Chapter 1 describes FDDI and its relationship to the OS| reference model. This ap-
pendix provides an overview for readers unfamiliar with the OSI reference model.

The International Organization for Standardization (1SO) has established what has
become known as the Open Systems Interconnection (OSI) Reference Model. The
OSl model implementsthe design structure known aslayering. In thisstructure, the
communications functions are divided into a vertical set of layers, with each layer
performing arelated subset of the functions required to communicate with another
system. Each layer relieson the services of the next lower layer and the ability of the
protocols of the lower layer to conceal those functionsfrom it and layersfurther up
the ladder. Layering provides modular design and allows independence of design
teams. Asshown in Figure A—1, the OSlI model consists of seven layers, with anin-
terface between layers.

The layered approach to networking adheres to the following general guidelines:

* Eachlevel should perform awell-defined function.
* Thelayers should comply with recognized standards.
* Layer interfaces should be designed to minimize data flow between layers.

* Layersshould be sized to minimize complexity without making the layer un-
manageable.



Figure A-1: OSI Seven-Layer Model
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A.1  Physical Layer

At the Physical layer, the physical interface between devices and the rules for bit
transmission are established. The Physical layer defines the mechanical, electrical,
functional, and procedural elements of the network. Examples of Physical layer
standards are RS-232-C, RS-449, RS422, and RS-423.

A.1.1 Data Link Layer

TheDataLink layer providestheraw bit-stream service. It isresponsiblefor provid-
ing reliabledatatransmission from onenodeto another. It providesthe meansto acti-
vate, maintain, and deactivate the link. Thislayer also provides error detection and
control functions to the higher layers of the OSI model.

If communi cationisestablished between two devicesnot on thesamefiber, however,
the result is a number of functionally independent data links. In this instance, the
higher layer must assume responsibility for overall error detection and correction.
Examplesinclude HDLC and LLC.

A.1.2 Network Layer

The Network layer provides for the transparent transfer of data between transport
entities. It relievesthe Transport layer of the need to be aware of the underlying data
transmission and switching technol ogies used to connect systems. Examplesinclude
Internet Protocol and the OSI Router (1SO 9542).

A.1.3 Transport Layer

The Transport layer providesareliable meansfor the exchange of databetween pro-
cessesin different systems. Thislayer ensuresthat data units (frames) are delivered
error free, in sequence, with no losses or duplications. The Transport layer can pro-
vide optimization and requested service capabilities. For example, the session layer
could specify error rates, delay and priority, and security parametersfor agiven ses-
sion. Itisthe Transport layer that would providethem. TCPisan exampleof thislay-
er.
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A.1.4 Session Layer

The Session layer providesthemeansfor controlling the dial ogue between presenta-
tion entities. The Session layer permitstwo presentation entitiesto establish and use
aconnection, called a session. In addition, it provides services such as diaog type
and recovery. Therecovery function providesamechanismfor retrieving datatrans-
mitted during a session, in the event of a session failure.

A.1.5 Presentation Layer

The Presentation layer offers applications and terminal handler programs a set of
datatransformation services. Thislayer provides such services as data translation,
formatting, and syntax selection. Examples of protocolsin thislayer are text com-
pression and encryption.

A.1.6 Application Layer

The Application layer provides ameansfor application processesto access the OSI
environment. It contains management functions and other mechanisms to support
distributed applications. Examples of protocols at thislevel are virtua file protocol
and job transfer and manipulation protocol.
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B.1

Additional Configurations

The EIA/TIA 568 commercia building wiring standard provides an infrastructure
for FDDI networks. This appendix contains examples of FDDI network configura-
tions built on Digital’s implementation of the commercia building wiring scheme.

Standalone Configurations Using Concentrators

Figure B—1 showsaconcentrator installed in astandal oneworkgroup. Theworksta-
tionscan be either SAS or DASdevices. SASdevicesare preferred for this configu-
ration. This configuration is useful for compute-intensive applications shared by a
limited number of usersin alimited geographical area, or where security is para-
mount.

Figure B—2 shows a dedicated network on a dual ring. The attached workstations,
file server, mini-computer, and main frame are SAS devices. This configuration can
serve the same purposes as the standal one configuration with the added benefit of
extending the geographical area.

These configurations allow the use of star wiring, which means existing structured
cabling can be used.



Figure B-1: Standalone Workgroup Installation
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Figure B-2: Dedicated Network in a Dual Ring Installation
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B.2 Tree Configurations Using Concentrators and Bridges

Treeconfigurationsare used whenwiring largegroupsof user devicestogether. Con-
centrators and bridges are wired in a star topology with one or more concentrators
serving astheroot of thetree. Figure B—3 showsatree of concentratorsinstalledina
campus configuration wired with Digital’s implementation of EIA/TIA 568.
Figure B—4 showsatree of concentratorsinstalled in abuilding with multiple HDFs.
These configurationsal so show theuse of singleand multiport bridges. Refer to Sec-
tion 3.5.2 and Figure 3-5 for the definition of distribution framesin structured wir-
ing.
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Figure B-3: FDDI Tree of Concentrators and Bridges, Campus Configuration
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Figure B—4: Tree of Concentrators Installed in a Building
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B.3 Dual Ring Configurations

A dual ring of concentrators allows multiple devicesto be attached to the dual ring
through the concentrators. Figure B—5 showsadual ring of concentratorsinstalledin
abuilding. Theconcentratorscan belocated inthe M DF of abuilding, | DF of abuild-
ing, or distributed throughout the building in HDFs.

Figure B-5: Dual Ring of Concentrators Installed in a Building
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Figure B—6 showsadual ring of concentratorsand aDA S multiport bridgeinstalled
in acampus. Concentratorsor bridgesin the dua ring arelocated in the IDF of each

building.

Figure B—6: Dual Ring of Concentrators and Bridges Installed in a Campus
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B.4

B-8

FDDI Dual Homing

Figure B—7 shows three concentrators installed in a dual homing configuration. In
this configuration, if concentrator 2 or the primary link to concentrator 3 fails, the
backup link to concentrator 3, through concentrator 1, isactivated. Thisensuresthat
the devices connected to concentrator 3 will have uninterrupted service. Activation
of theindividual linksfollowsthe FDDI connectionrules, describedin Section2.7.2.

Figure B-7: Concentrators Installed for Dual Homing
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Figure B-8 shows a DAS bridge installed in a dual homing configuration. In this
configuration, if concentrator 2 or theprimary link tothebridgefail s, the backup link
to the bridge, through concentrator 1, is activated. This ensures that the devices on
the LANSs connected to the bridge will have uninterrupted service. Activation of the

individual links follows the FDDI connection rules, described in Section 2.7.2.

Figure B-8: DAS Bridge Installed for Dual Homing
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B.5 Single-Mode Fiber Configurations

Figure B—9 shows a SAS bridge connected to a dual ring through a long distance
single-mode fiber cable. Thisis the recommended method to connect remote sites

through FDDI.
Figure B-9: Connecting to the Dual Ring Through a Single-Mode Link
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Figure B—10 showsadual ring which requiressomelinksto belonger than 2km (1.2
mi). Inthisconfiguration, the maximum total length of al links must not exceed 100
km (60 mi). DAS connections count as twice the link length.

Figure B-10: Dual Ring with Mixed Link Lengths
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Related Documents

The following documents provide additional information concerning FDDI hard-
ware and software products offered by Digital.

DECconcentrator 500 Installation (Order No. EK-DEFCN-IN)
DECconcentrator 500 Problem Solving (Order No. EK-DEFCN-PS)

DEChbridge 500/600 Series Installation and Upgrade
(Order No. EK-DEFEB-IN)

DECbridge 500/600 Series Problem Solving (Order No. EK-DEFEB-PS)
DECelms Installation (Order No. AA-PAK1A-TE)

DECelms Use (Order No. AA-PAK2A-TE)

DECelms Reference (Order No. AA-PBWBA-TE)

For information concerning planning and configuration of fiber networks, consult
the following documentation.

DECconnect System Fiber Optic Planning and Configuration
(Order No. EK-DECSY-FP)

DECconnect System Fiber Optic Installation (Order No. EK-DECSY-FI)



Thefollowing documents provideinformation concerning other Digital network of -
ferings.

¢ Networks and Communications Product Documentation
(Order No. EK-NACPD-RE)

e Telecommunications and Networks Buyer’s Guide
* Bridge and Extended LAN Reference (Order No. EK-DEBAM-HR)

For additional information concerning Digital productsthat can connect to an FDDI
network and for information on miscellaneous networking topics, refer to the fol-
lowing documents.

VAX and VAX Workstation document set for hardware platform information
* VAX and DECwindows document set for software platform information

* Guide to DECnet-VAX Networking for DECnet node information

* Introduction to Network Performance for network performance information

*  Network Troubleshooting for network problem-solving information
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Glossary

attenuation
The difference between transmitted and received power. Expressed in units of deci-
bels (dB).

bridge
A connecting device between local areanetworksin an extended LAN architecture.

A bridge actsasalink between similar and dissimilar LANSs permitting the creation
of extended LANSs.

bypass
The ability of a station to be electronically or optically isolated from the network
while maintaining the integrity of the ring.

code bit
The smallest signaling element used by the Physical layer for transmission on the
fiber cable.

code group
The specific sequence of five code bits representing a PHY symbol.

concentrator
AnFDDI nodethat providesadditional attachment pointsfor stationsthat are not at-
tached directly to the dual ring, or for other concentratorsin atree structure. A con-
centrator has two or more Physical Layer entities and may have zero or more Data

Link layer entities. The concentrator isthefocal point of Digital’s dual ring of trees
topology.

Connection Management (CMT)

That portion of the Station M anagement function that controlsnetwork insertion, re-
moval, and connection of the PHY and MAC entities within a station.
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Dual Attachment Concentrator (DAC)

A concentrator that offers two connectionsto the FDDI network capable of accom-
modating the FDDI dual (counter-rotating) ring, and additional portsfor connection
of other CONs or stations.

Dual Attachment Station (DAS)

AnFDDI stationthat offerstwo connectionstothe FDDI network capabl e of accom-
modating the FDDI dual (counter-rotating) ring.

entity
A manageabl e active element within an Open Systems Interconnection (OSI) layer
or sublayer.

fiber
A dielectric waveguide that guides light.

Fiber Distributed Data Interface (FDDI)
A set of ANSI/I SO standardsthat, whentaken together, definea100 Mb/s, timed-to-
ken protocol, local areanetwork that uses fiber optic cable as the transmission me-
dium. The standards define Physical Layer Medium Dependent, Physical Layer,
Media Access Control, and Station Management entities.

fiber optics
A technology whereby signals are transmitted over an optical waveguide medium
through the use of light-emitting transmitters and light-detecting receivers.

fiber optic cable
A jacketed fiber or fibers.

frame
A MAC Protocol Data Unit (PDU) transmitted between MAC entitieson aring. A
frame consists of avariable number of bytes up to amaximum of 4500, including 2
bytes of preamble.

Horizontal Distribution Frame (HDF)
L ocated on thefloor of abuilding. Consists of the active, passive, and support com-
ponentsthat provide the connection between the building backbone cabling and the
horizontal wiring.

Intermediate Distribution Frame (IDF)
L ocated in an equipment room. Consists of the active, passive, and support compo-
nents that provide the connection between interbuilding cabling and the intrabuil d-
ing cabling for a building.
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Main Distribution Frame (MDF)
Located in an equipment room. Consists of the active, passive, and support compo-
nents that provide the connection of the interbuilding backbone cables between
IDFs.

Media Access Control (MAC)
The DataLink layer sublayer responsible for scheduling and routing data transmis-
sions on a shared medium local area network (for example, FDDI).

Media Interface Connector (MIC)
An optical fiber connector pair which links the fiber media to the FDDI node or
another cable. TheMIC consistsof two halves, the plug and thereceptacle. TheMIC
plug terminates an optical fiber cable. The MIC receptacle is associated with the
FDDI node.

MIC plug
That portion of the Media Interface Connector which terminates an optical fiber
cable.

MIC receptacle
Thefixed portion of the Media Interface Connector which is part of an FDDI node.

node
A genericterm applying to any FDDI network attachment device (single attachment
station, dual attachment station, or concentrator).

Non-Return-to-Zero (NRZ)
A datarepresentationfor binary datainwhichapolarity level high, or low, represents
alogical 1 or O respectively.

Non-return-to-Zero-Invert on Ones (NRZI)
A datatransmissiontechniqueinwhichapolarity transitionfromlow to high, or high
to low, represents alogica 1. The absence of a polarity transition represents a 0.

Numerical Aperture (NA)
Thesineof theradiation or acceptance half angle of an optical fiber multiplied by the
refractive index of the material in contact with the exit or entrance face of afiber.

optical receiver
Anoptoel ectronic circuit that convertsanincoming optical signal toanelectrical sig-
nal.

optical reference plane
The plane that defines the optical boundary between the MIC plug and the MIC re-
ceptacle.
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optical transmitter
An optoelectronic circuit that converts an electrical signal to an optical signal.

physical connection
Thefull-duplex physical layer association between adjacent PHY sinan FDDI ring.

Physical Layer Medium Dependent (PMD)
The Physical layer sublayer that definesthe physical requirementsfor nodesthat at-
tachtothe FDDI ring. Itemsdefined by the PM D includetransmit and receive power
levels, connector requirements, and fiber optic cable requirements.

Physical Layer Protocol (PHY)
ThePhysical layer sublayer that definesthe media-independent portion of the Physi-
cal layer in FDDI. Itemsdefined by the PHY include symboals, line states, dataenco-
de/decode process, and the data-recovery process.

physical link
The path, viaPM D and attached cabling, from the transmit logic of one PHY to the
receive logic of an adjacent PHY in an FDDI ring. Part of the physical connection.
primitive
A basic element of the services provided by one entity to another.
Protocol Data Unit (PDU)

Information delivered as aunit between peer entitiesthat may contain control infor-
mation, address information, and data.

receive
The act of a station acquiring aframe, token, or control sequence from the ring.

repeat
Theact of astation in receiving acode-bit stream (frame or token) from an upstream
station and placing it onto the physical link connected to its downstream neighbor.
The repeating station may examine, copy to abuffer, or modify frame status bitsin
the code-bit stream as appropriate.

repeater
An FDDI node that minimally comprises the functionality of two PMDs and pro-
vides only arepeat function. A repeater does not have any MACs or concentrator
functionality.

ring
Two or more stationswhereininformation is passed sequentially between active sta-
tions, each station in turn examining or copying theinformation, finally returning it
to the originating station.
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services

The services provided by one entity to a higher entity or to Station Management
(SMT).

Single Attachment Concentrator (SAC)

A concentrator that offers one attachment to the FDDI network, and extra ports for
the attachment of stations or other CONSs.

Single Attachment Station (SAS)
An FDDI station that uses one PHY -port of type Sto connect to the FDDI network.

station
Anaddressablenode onan FDDI ring capable of transmitting, receiving, and repeat-
ingdata. A station hasexactly oneinstanceof SMT and at |east oneinstanceof MAC,
PHY, and PMD.

Station Management (SMT)
The entity within astation on the FDDI ring that monitors station activity and exer-
cises overall appropriate control of station activity.

symbol
The smallest signaling element used by the MAC sublayer. The symbol set consists
of sixteen data symbols and eight control symbols. Each symbol correspondsto a
specific sequence of code bits (code group) to be transmitted by the Physical layer.

transmit
The act of a station that consists of generating aframe, token, or control sequence,
and placing it on the ring for receipt by the next (downstream) station.

wallbox
Connects workstation wiring to horizontal wiring. Also called faceplate, informa-
tion outlet, or telecommunications outlet.

window

As applied to optics, an optical wavelength region of relatively high transmittance,
surrounded by regions of low transmittance. For example, thefirst window isat 850
nm, the second at 1300 nm. Also called Spectral Window or Transmission Window.
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Numbers
4B/5B encoding, 2-12

A

Active Line State, 2-12
Adapters, 1-29, 5-1
configuration guidelines, 5-5
description, 5-1
distance requirements, 56
FDDI port, 5-3
functionality, 5-1
host interface, 52
model, 5-2
operation, 5-3
packet memory, 5-3
planning, 5-5
Address format
48-bit, 2-16
universal, 2-17
Alternate fiber specifications, 24
American National Standards Institute
rolein FDDI standards, 1-1
X3,1-4
X3.139 MAC standard, 1-8
X3.148 PHY standard, 1-7

Index

X3.166 PMD standard, 1-7
X3.T9.5 Station management, 1-8
X3T9, 14
X3T9.5, 14
Application, environments
backbone, 1-12
workgroup, 1-12
Application layer, layer, A4
Asynchronous transmission, 2-30

B

Backbone, 1-13
Beacon process
description, 2-37
directed beacon, 2—28
function, 2-37
stuck beacon, 2—28
Bridges, 4-1
configuration
example, B-3, B—7, B-9
guidelines, 4-10
definition, 4-1
description, 4-2
distance requirements, 4-11
dual homing, 1-23, B-9
encapsulation, 44
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FDDI-to-Ethernet configuration guidelines, 3—7

DASdevices, 4-1 connection rules, 3-9
SASdevices, 4-1 definition, 3-1
filtering, 4-5 dual
forwarding homing, 1-22, B-8
database, 4-5 ring of trees, 3-3
frames, 4-5 dual attachment concentrator, 1-9, 3-2
fragmentation, 4—7 FDDI device, 1-2
function, 1-29, 44 function, 1-9, 1-11, 3-1, 3-5
multiport, 1-29, B-3, B-5, B-9 in-band management, 3-5
network management, 4-6 network management, 3-6
operation, 4—7 operation, 3-7
performance, 4-9 out-of-band management, 3-5
planning considerations, 4-10 Physical Connection Management,
queue manager, 4—7 36
source address tracking, 4-5 planning, 3-7
spanning tree, 4-6 single attachment concentrator, 1-9,
stripping agorithm, 2—40 32
transiation standal one topology, 3-2
process, 44 station bypass, 3-6
processor, 4-8 structured wiring, 3-10
topologies, 1-29
types
C dual attachment concentrator, 3—-2
single attachment concentrator, 3-2
Canonical addressing withaMAC, 3-5
description, 2-18 without aMAC, 3-5
fields, 2-18 Configuration
transmission rules, 2-19 campus backbone, B—4
Claim process, 2-32 dedicated network, B—3
Clock recovery dual homing, 1-22, 1-23, 2-27, B-8,
description, 2-13 B-9
frequency tolerance, 2-14 logical star, B—4
Code multiport bridge, B—7
bits, 2-8 standal one network, B—1
group, 2-8 workgroup LAN, B-5
Concentrator Configuration Management, 2—24
architecture, 3-3, 34 Connection Management
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Configuration Management, 2—-24
Entity Coordination Management,
2-24
function, 2-23
Physical Connection Management,
2-23
Connection rules
bridge, 4-10
concentrator, 3-9
PHY port types, 2—25
Connector keying, 2—7
Control indicators, 2—33
Counter-rotating ring, 1-18

D

DAC. See Concentrator
DAS. See Dual attachment station
DataLink layer, 1-8, A-3
Datarecovery, 2-8
DEChbridge 500/600 series, 1-29, 4-1,
4-10
DECconcentrator 500, 1-29, 3-1, 3-7
Destination address, 2—22
Device, definition, 1-2
Directed beacon, 2—28
Documents
Digital FDDI products, C-1
networks, C-1, C-2
Dual attachment station, 1-2, 1-9
bridges
configuration rules, 4-10
dual homing, 1-23, B-9
concentrator
components, 3-2
configuration rules, 3-9
dual homing, 1-22, B-8
FDDI connection, 1-9

connection rules, 1-23
model, 1-11
optical bypassrelay, 1-10
Dual homing
configuration
guidelines, 227
with concentrators, 1-22, B-8
with DAS bridge, 1-23, B-9
description, 1-22
Dual ring of trees, 1-1, 1-2, 1-20
topology of choice, 1-23
Dual-window fiber, 24

E

Elasticity buffer
buffer size, 2-14
description, 2-13
function, 2-8
use of idle symbols, 2-14
Encapsulation, 44
Encode/decode process, 2-8
Ending delimiter, 2-22
Enterprise Management, 6-1
Entity Coordination Management, 2—-24

F

FCIS. See Frame Content | ndependent
Stripping
FDDI. See FDDI port types, Fiber Dis-
tributed Data Interface
FDDI port types
PHY A, 2-25
PHY B, 2-25
PHY M, 2-25
PHY S, 2-25
Fiber Distributed Data Interface
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definition, 1-2
planning and configuration, 1-31
recommended fiber counts, 1-32
specifications, 1-1, 1-30, 24, 2-5
Fiber specifications, 24, 2-5
Fragmentation, 4—7, 6-5
Frame
check sequence, 222
control field
address length bit, 2-22
class hit, 2—22
control bits, 2-22
format bits, 2—22
description, 2-21
ending delimiter, 2—-22
fields, 2-21
format, 2-21
fragments
creation of, 2-35
stripping, 2-40
preamble, 2-21
status field, 2-23
control indicators, 2—33
stripping
algorithm, 240
fragments, 2—-40
process, 2-40
transmitting station, 2—-35
void frames, 2—40
types, 2-19
void, 2-40
Frame Content Independent Stripping,
2-40

H

Halt Line State, 2-11
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Horizonta distribution frame, 1-20,
3-10

Idle Line State, 2-11
Idle symbols
origin of, 2-14
usein
clock recovery, 2-14
scrubbing, 2-15
trace function, 2-38
IEEE 802.2, 1-8
|EEE 802.3, 1-8
|EEE 802.4, 1-8
IEEE 802.5, 1-8, 1-11
|EEE Address Administrator, 2-17
In-band management, 3-5
INFO field, 2-22
Interbuilding backbone, 3-10
Intermedi ate distribution frame, 1-20,
3-10
International Organization for Standard-
ization
FDDI standards, 1-4
Open Systems Interconnection model,
1-8,A-1
Internet Protocol fragmentation, 4—7,
6-5
Intrabuilding backbone, 3-10

L

LAN management, 1-30

Line states, 2-8, 2-11
Active Line State, 2-12
Halt Line State, 2-11
Idle Line State, 2—-11



Master Line State, 2—-11
Noise Line State, 2-12
Quiet Line State, 2-11
Link Confidence Test, 2-31
Logical Link Control, 1-6, 1-8, 2-29,
2-30

M

MAC. See Media Access Control
Main distribution frame, 1-20, 3-10
Maintainability, 1-28
Master Line State, 2-11, 2—-38
Media Access Control

datalink addressing, 2—-16

FDDI standard, 1-1

functions, 2-15

ring scheduling, 2-16

universal addressing, 2—-17
Media Interface Connector

description, 2—7

keying, 2—7

MIC A, 2—7

MICB, 2-7

MIC M, 2—7

MIC S, 2—7
Multimode fiber, specifications, 24

N

Neighborhood Information Frame
function, 2—28, 6—7
uses, 67

Network connection model, 1-15, 2-2

Network layer, A-3

Network Management, 6-1
accounting management, 63

addressfiltering, 6-6
benefits, 6-2
bridge port
configuration, 6-6
enabling, 66
capabilities, 64
configuration
management, 6-3
parameters, 6-5
configuration management, 6-3
device
naming, 64
registry, 64
Enterprise Management, 6-1
event
log, 6-5
message, 6-5
fault management, 6-3
firmware upgrade, 6-5
initialization, 6-6
IP fragmentation, 6-5
management functions, 6-2
neighborhood information frame dis-
play, 6-7
network monitoring, 6—7
performance management, 6-3
PHY port
configuration, 6-6
control, 6-6
protocol filtering, 6-7
ring mapping, 6-3, 67
security
management, 64
password, 6-5
spanning tree parameters, 6-5
status information frame display, 67
troubleshooting, 6-8
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NIF. See Neighborhood Information
Frame
No Owner frame
definition, 241
removal fromring, 2-41
Node, definition, 1-2
NOF. See No Owner frame
Noise Line State, 212
NRZ/NRZI encoding, 2-13

@)

Open Systems Interconnection

function, 1-8

layers, A-3, A4

model, A—2
Optical bypassrelay, 1-10

description, 2—6

limitation of, 2—6
Organizationally Unique Identifier, 2-17
OSl. See Open Systems Interconnection
Out-of-band management, 3-5

P

PHY. See Physical Layer Protocol
PHY ports. See FDDI port types
Physical Connection Management,
2-23, 2-36, 2-38
Physical layer, 1-8, A—3
Physical layer entities
description, 1-30
number, 1-31, 3-9, 4-10, 5-5
Physical Layer Medium Dependent,
1-1,2-3
aternate fiber specifications, 2—4
connector keying, 2—7
fiber specifications, 2—4
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Media Interface Connector, 2—7
optical bypass relay, 2—6
Physical Layer Protocol, 1-1, 2—7
datarecovery, 2-8
elasticity buffer, 2-8
encode/decode process, 2-8
line states, 2-8
repeat filter, 2-8
smoothing, 2-8
symbols, 2-8
PMD. See Physical Layer Medium De-
pendent
Preamble, 2-21
Presentation layer, A—4
Protocol data units
definition, 2-19
formats, 2—19
logical link control units, 2-15, 2-30
removal of orphans, 2-14
role of scrubbing, 2-8
valid format, 2-21

Q
Quiet Line State, 2-11

R

Reliability, 1-27
Repeat filter, 2-8, 2-14
Ring
latency, 2-35
maintenance
beacon process, 2—-37
function, 2-36
recovery, 2-37
trace, 2-38
operation, 2-30



purger
agorithm, 2-41
election process, 242
function, 241
No Owner frame removal, 241
overhead, 242
scrubbing, 2-14
Ring Management
description, 2-27
stuck beacon, 2—28

S

SAC. See Concentrator
SAS. See Single attachment station
Scalability, 1-28
Scrubbing, 2-8, 2-14
Service Access Points, 1-9
Session layer, A4
SIF. See Station Information Frame
Single attachment station, 1-2
concentrator, 1-9
FDDI devices, 1-9
model, 1-10
Single-mode fiber
configurations, B—10, B—11
specifications, 2-5
Smoothing, 2-8, 2-14
SMT. See Station Management
Source
address, 222
routing, 2-17
Standalone topology, 1-16
Starting delimiter, 2-21
Station
definition, 1-2
power up, 2—31

Station bypass, 3-6
Station Information Frame
function, 2—28, 67
uses, 67
Station Management
architecture, 2-24
Connection Management, 2-23
connection rules, 2-25
FDDI standard, 1-1
frame
fields, 2—29
format, 2—29
services, 2—28
function, 2—23
PHY -port types, 2-25
protocols, 2-23
Ring Management, 2-27
Steady-state operation
capturing the token, 2—-33
control indicators, 2—-33
description, 2—-33
Stripping. See Frame
Stuck beacon, 228
Symbol
code bits, 2-8
code group, 2-8
definition, 2-8
encoding, 2-10, 2-11
function, 2-8

T

T_Bid, 2-32

T_Neg, 2-33

Target Token Rotation Time
default value, 2-31
function, 2-31
MAC requirement, 2-16
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negotiation process, 2—-31, 2-32
operational value, 2-31
THT. See Token Holding Timer
Timed Token Protocol, 2-16
Timers, 2-30
Target Token Rotation Timer, 2—-31
Token Holding Timer, 2-30
Token Rotation Timer, 2-30
Valid Transmission Timer, 2-30, 2-36
Token
acquisition, 2-16, 220, 2-34
definition, 2-15
fields, 2-21
format, 220
function, 2-20
issuing, 2-16, 2-20
Token Holding Timer, 2-30
Token Rotation Timer, 2-30
Topologies, 1-14
Trace, 2—38
Trandation, 44

Index—8

Transport layer, A—3

Tree of concentrators, 1-17

TRT. See Token Rotation Timer

TTRT. See Target Token Rotation Time
TVX. See Valid Transmission Timer

U

Universal address
format, 217
unigue identifier, 2-17

\Y,

Valid Transmission Timer, 2-30, 2—-36
Void frames, 2—40

W

Wallbox, 3-10
Workgroup, 1-12, 1-14
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