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SECTION 1

BACKGROUND/FOREGROUND MONITOR

1.1 INTRODUCTION

In the preparation of this manual, it was assumed that the reader is familiar
with the PDP-15 ADVANCED Monitor Software System as described in DEC-15-MR2A-D.
A complete description of the Background/Foreground Monitor System is given in
this manual; however, where redundancy occurs, the reader has been referenced to

the ADVANCED Monitor manual.

1.2 BACKGROUND/FOREGROUND MONITOR FUNCTIONS

The Background/Foreground Monitor is designed to control processing and I/O
operations in a real-time or time-shared environment. It is, essentially, an
extension of the ADVANCED Monitor and allows for time-shared use of a PDP-15

by a protected, priority, user FOREGROUND program! and an unprotected system or
user BACKGROUND program.

The Background/Foreground Monitor greatly expands the capabilities of PDP-15/20
ADVANCED Software and makes optimum use of all available hardware. Tt permits
recovery of the free time (or dead time) that occurs between input/output

operations, thus promoting 100% utilization of central processor time.

FOREGROUND programs are defined as the higher-priority, debugged user programs!?
that interface with the real-time environment. They normally operate under
Program Interrupt (PI) or Automatic Priority Interrupt (API) control, and are
memory protected. At load time they have top priority in selection of core
memory and I/0 devices, and at execution time they have priority (according to
the assigned priority levels) over processing time. Depending upon system
requirements, the user's Foreground program could be an Executive capable of

handling many real-time programs or subprograms at four levels of priority.

BACKGROUND processing is essentially the same as the processing normally
accomplished under control of the ADVANCED Monitor. That is, it could be an
assembly, compilation, debugging run, production run, editing task, etc.
Background programs may use any facilities (for example, core, I/O and processing
time) that are available and not simultaneously required by the Foreground job.
Under certain circumstances, I/O devices may be shared by both the Foreground

and the Background jobs.

'It may be feasible in the future to provide system programs which will operate
in the FOREGROUND.



The Background/Foreground Monitor system is externally a keyboard-oriented
system; that is, Foreground and Background requests for systems information,
core, I/O devices, programs to be run, etc., are made via the Teletypelkeyboards.
At run time, the Monitor internally controls scheduling and processing of I/0
requests, while protecting the two resident users.

The Background/Foreground Monitor performs the following functions as it controls
the time-shared use of the PDP-15 central processor by two co-resident programs:

a. Schedules processing time.

b. Protects the Foreground job's core and I/O devices.

c. Provides for the sharing of multi-user device handlers, such as
DECtape, by both Foreground and Background jobs.

d. Allows convenient use of API software levels by Foreground jobs.

e. Provides for convenient and shared use of the system Real Time
Clock.

f. Allows communication between the Background and Foreground jobs
via core-to-core transfers or by the shared use of bulk storage
devices.

g. Allows concurrent use of the CPU's active registers, such as the

AC and Index Register.

1.2.1 Scheduling of Processing Time

At run time, the Foreground job retains control except when it is I/O bound;
that is, when completion of an I/O request must occur before it can proceed

any further. 1In the following example, if the .WAIT is reached before the input
requested by the .READ has been completed, control is transferred to a lower
priority Foreground segment or to the Background job until the input for the

Foreground job is completed.

.READ 3, g, LNBUF, 48 /READ TO .DAT SLOT 3

.WAIT 3 /WAIT ON .DAT SLOT 3

Since multi-user device handlers can be shared by Foreground and Background
programs, there is a mechanism by which a Foreground I/0 request may cause a
Background I/0 operation to be stopped immediately so that the Foreground
operation can be honored. On completion of the Foreground I/O, the Background
I/0 is resumed with no adverse effects on the Background job.

The Foreground program can also indicate that it is I/0 bound by means of the

lTeletype is a registered trademark of the Teletype Corporation.
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.IDLE or .IDLEC command (Sections6.4 and 6.5). This is useful when the
Foreground job is waiting for real-time input from any one of a number of
input devices. Consider the following example (see Section 6.2 for description

of real-time read .REALR command).

.REALR 1, ¢,LNBUF1, 32, CTRL1l, N1 /REAL
.REALR 2, 2,LNBUF2, 42, CTRLZ2, N2 /TIME
.REALR 3, 3,LNBUF3, 36, CTRL3, N3 /READS
.IDLE

If .IDLE is reached before any of the input requests have been satisfied, control
is transferred to a lower priority Foreground segment or to the Background job.
The lower priority job retains control until one of the Foreground input requests
1s satisfied. Control is then returned to the Foreground job by executing the’
subroutine at the specified completion address (CTRL1, CTRL2, CTRL3) and at the
priority level specified by N1, N2, N3 which may be:

Value of N Level
) = Mainstream (lowest level)
4 = Current level (level of .REALR)
5 = Software level 5
6 = Software level 6
7 = Software level 7

NOTE

If real-time reads (.REALR), real-time writes (.REALW),
or interval timer (.TIMER) requests are employed in

the Background, N may be set to #, 4, 5, 6, or 7, but
is converted to § since the Background job can run only
on the mainstream level. This allows the value of N to
be preset in cases where a Background program is to be
subsequently run in the Foreground.

1.2.2 Protection of Foreground Core and I/0

The Foreground job's core is protected by the Memory Protection Option (Type
KM15) . The Background job runs with memory protect enabled; the Foreground job

runs with memory protect disabled.

Protection of the Foreground job's I/O devices is accomplished via the haraware
by the Memory Protect Option (which prohibits IOT and Halt instructions in the
Background area) and by the software since the Monitor screens all I/0 requests
made via I/0 macros. Also, the Monitor and the Background Loaders prevent the
Background job from requesting I/0 which would conflict with that of the Fore-

ground job (for example, they would not honor a Background request for a paper
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tape handler being used by the Foreground job).

1.2.3 Sharing of Multi-User Device Handlers

The Background/Foreground Monitor permits sharing of multi-user device handlers
(such as DECtape, Magnetic Tape and Disk) between Background and Foreground jobs.
Using these multi-user handlers, n files can be open simultaneously, where n
equals the number of .DAT slots associated with the particular bulk storage
device. Some multi-unit handlers require external data buffers (assigned at
load time), one for each open file. These buffers are acquired from and
released to a pool by the handler as needed.

When this count is not accurate (when the .DAT slots are not used simultaneously),
the keyboard command FILES (Section 2.5.2) can be used to specify the actual
number of files simultaneously open. Both the Foreground and Background jobs

can indicate their file requirements by means of the FILES keyboard command.

The multl -user handlers are capable of stacking one Background I/0 request.
This provision is made to exactly simulate program operation as it would occur
under ADVANCED or I/0 Monitor (i.e., single user) control. Thus, control is
returned to the Background job to allow non-I/0 related processing when the
handler is preoccupied with an I/0 request from the Foreground job. For
example, if the Foreground job has requested DECtape I/O with a .READ, and is
waiting for its completion on a .WAIT, control is returned to the Background job.
If the Background job then requests DECtape I/0 with a .READ, the handler will
stack the request and return control to the Background job following the .READ.
The Background job can then continue with non-I1/0 related processing as though
the .READ were being honored.

1.2.4 Use of Software Priority Levels

The Background/Foreground Monitor allows convenient use of software priority
levels of the API by the Foreground job. The Background job is permitted to use

only the mainstream level.

1.2.5 Use of Real-Time Clock

The Background/Foreground Monitor provides for convenient and shared use of
the system real-time clock. It will effectively handle many intervals at the
same time; thus, the real-time clock can be used simultaneously by both Back-

ground and Foreground jobs.

1.2.6 Communication Between Background and Foreground Jobs

The Background/Foreground Monitor allows communication between Background and

1-4



Foreground jobs via core-to-core transfers. This is accomplished by means of a
special "Core I/0 device" handler within IOPS. Complementing I/O requests are
required for a core-to-core transfer to be effected; for example, a Foreground

-READ (.REALR) from core must be matched with a Background .WRITE (.REALW) to
core.

Two possible uses of this feature are:

a. The Background job could be related to the Foreground job and,
as a result of its processing, pass on information that would
affect Foreground processing, or vice-versa.

b. The Background job could be a future Foreground job and the

current Foreground job, being its predecessor, could pass on
real-time data to create a true test environment.

Communication between two jobs can also be done by storing and retrieving data on

shared bulk storage devices.

1.2.7 Use of CPU Registers

Whenever contrcl passes from one API software level to another, or to Foreground

mainstream or to Background, the following CPU registers are saved and restored.

XR Index Register !

LR Limit Register'!

MQ Multiplier-Quotient Register

AIX The Autoincrement Registers —

L The Link

PC The Program Counter (including bits to indicate the

state of memory protect and page/bank mode)

The Step Counter and the Accumulator are saved and restored only for the Back-
ground job. The éﬁﬁééﬁgEie job, because it runs with memory protect disabled,
can save the contents of the Step Counter in the two free (non-interruptible)
instructions following a Normalize instruction by saving the AC (DAC) and then
loading the AC with the SC (LACS). The AC is not saved for any level of the
Foreground job because a level can give up control only by issuing a Monitor
call (CAL) (either .IDLE, .WAIT, or an implied .WAIT). The contents of the AC
are not saved and restored by the CAL handler. In addition to these hardware
registers, .SCOM+1,+2,+3,+4, and +1§ are swapped whenever control changes from

Foreground to Background or vice versa.

1.3 HARDWARE REQUIREMENTS AND OPTIONS

The following PDP-15 System hardware confiqurations are required to run the

1 .
In the bank mode system, the XR and LR registers are not saved and restored; all other registers

are handled as stated.



PDP-15/30 DECtape System

PDP-15 CPU with a minimum of
16K- core memory

KE15 (EAE)

KSR35 Console Teletype!

PC1l5 (High Speed Reader/Punch)
KAl5 (API)

KW1l5 (Real Time Clock)

KM15 (Memory Protect)

TC@2D%0r TCl5 (DECtape Control)

3 TU55 (DECtape Transports)

or
2 TU56 (Dual-DECtape Transports)
as a minimum

An LT15 or an LT19°Teletype Control

Background/Foreground Monitor Software System.

PDP-15/40 DECdisk System

PDP-15 CPU with a minimum
of 24K of core

KE15 (EAE)

KSR35 Console Teletype'!

PC1l5 (High Speed Reader/Punch)
KAl5 (API)

KW1l5 (Real Time Clock)

KM15 (Memory Protect)

TC@2D?%or TCl5 (DECtape Control)

2 TU55 (DECtape Transports)

or
1 TU56 (Dual-DECtape Transport)
as a minimum

An LT15 or an LT192Teletype Control

Unit with at least one additional
KSR33 or KSR35 Teletype

RF15 (DECdisk control)

2 RSL3 (Disk platters) minimum;
4 maximum at present.

Unit with at least one additional
KSR33 or KSR35 Teletype

'The basic system Teletype is normally assigned to the Background environment.
One Teletype of the external Teletype system must be reserved for the Foreground
job; additional Teletypes may be assigned to either Background or Foreground
functions.

Model 37 Teletypes are not supported. Models 33 or 35 ASR are supported only to
the extent that they operate as KSR's;. their paper tape input and output
facility cannot be used. Detailed information concerning Teletype units is
given in Appendix III.

The TCO02D DECtape control and the LT19 Teletype Control require the DW15.
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In addition to the 15/30 and 15/40 configurations shown, the following

PDP-9 configurations may also be used when running the bank mode system.

PDP-9 DECtape System

PDP-9 with a minimum of 16K core
memory

Real Time Clock

KX09A (Memory Protect)
KEO9 (EAE)

2KSR 33/35 (Teletypes)

PC02 (high speed paper tape
reader/punch)

KF09A (API)

TC02 (DECtape control)
3 TUS5 (DECtape transports)
or
2 TU56 (Dual-DECtape transports)

LT19A (Teletype control)

PDP-9 DECdisk or RB@9 Disk System

PDP-9 with minimum of 24K core
memory

Real Time Clock

KX09A (Memory Protect)

KEO9 (EAE)

2KSR 33/35 (Teletypes)

PC02 (high speed paper tape

reader/punch)
KF09A (API)
TC02 (DECtape control)
2 TUS5 (DECtape transports)

or
1 TU56 (Dual-DECtape transport)
LT19A (Teletype control)
RF09 (NECdisk control) and

Rs09 (DFCdisk plotter) or
RBU9 disk anu control




Options

Additional 8192-word Core MemorY
Modules, Type MM15-A plus MK15A
(to a maximum of 32,768 words)

Additional DECtape Transports,
Type TU56, or IBM-compatible
Magnetic Tape Transports, Type
TU20A or TU20B and Tape Control
Type TC59D

Automatic Line Printer, Type
LP15F or C

200 CPM card Reader, Type CRO3B

Additional Teletype Line Units,
Type LT19E} and Teletypes, Type
KSR33, KSR35 or equivalent
(standard system is configured

to handle up to 6 Teletype units
including the console unit. The
system may be expanded to handle up
up to 17 units including the
console unit).

1
2
and LP@9.

3 LT19B on the PDP-9.

Two line printers supported on the PDP-9 are designated T

The following options currently supported by software may be added to improve
system performance (as noted):

Effect

Increases the maximum size of
both Background and Foreground
programs that can be handled
by the system.

Allows greater bulk storage
capability, simultaneous use

of storage media by more programs.
Since only one file may be open

at a time on IBM-compatible mag-
netic tape transports, more than
two Type TU20A or TU20B transports
may be desirable for some applica-
tions

Provides greater listing capabilities.

Provides another form of data
input to the machine.

Provides additional control
terminals useful for multi-
user programs.

MM09 B and C core memory modules on the PDP-9,
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SECTION 2

BFKM15 - NON-RESIDENT BACKGROUND/FOREGROUND MONITOR

2.1 INTRODUCTION

The non-resident portion of the Background/Foreground Monitor, entitled BFKM15,
is identical in nature to the Keyboard listening section of the ADVANCED Monitor.
BFKM15 reads and interprets commands typed by the user at either the Background
control Teletype or the Foreground control Teletype.

There are three kinds of commands which the user may type:

a. Requests for information, such as a directory listing of unit @
of the system device;

b. Allocation parameters, such as free core required, number of open
files, and I/0 devices to be used;

€. Requests to lcad a system or user program.

2.2 LOCATION AND WHEN CALLED

BFKM15 is loaded from register 12000 of the highest core bank to the top of

memory and 1is transparent to the user since it is always overlayed.

When the Background/Foreground system is loaded or reloaded to start a new Fore-
ground job, the Resident Monitor is first loaded into lower core from unit @
of the system device, either by use of the paper tape bootstrap or by typing
CTRL C! at the Foreground control Teletype. The Resident Monitor then brings
the Non-resident Monitor into the top of memory. When operating in the Fore-

ground, BFKM15 runs with memory protect disabled.

After the Foreground user program has been loaded and has started to run, the
Non-resident Monitor is reloaded with memory protect enabled, to converse with
the user at the Background control Teletype.‘ BFKM15 is also reloaded whenever
the Background job exits or the user types CTRL C at the Background control
Teletype.

In both the Foreground and the Background, after the user has given a command
to load a program, the Non-resident Monitor brings the System Loader into

memory from the system device, overlaying the Non-resident Monitor.

'Refer to Section 3.4 for a discussion of CTRL C.



2.3 INITIAL OPERATION

When BFKM15 is started for the Foreground job, it must perform some initialization
of which the following is of interest:

a. Set the contents of .SCOM+25 to the initial size of free core
to be allotted to the Foreground job, in addition to the space
required by the Foreground user programs. The initial value
of .SCOM+25 is set during system generation. This value must
take into consideration the initial size of free core to be
allotted to the Foreground job plus the space required by the
Foreground user program. The user may change free core
allotted by issuing the FCORE command, described in Section 2.5.3.

b. BFKM15 checks the entire Foreground Device Assignment Table
(.DATF) to see if any of those .DAT slots request the Teletype
handler and the unit number currently assigned to the Background
control Teletype. If so, those slots are changed to the Fore-
ground control Teletype and a message is output as in the follow-
ing example.

EXAMPLE 1: The Foreground control Teletype is TT1l, the Background
control Teletype is TT@, and the initial contents of
.DATF slots 1 and 3 refer to TTAf. .DATF slots 1 and
3 will be changed to refer to TTAl and the following
message will be printed on the Foreground control Teletype:

FGD .DATS CHANGED TO TTAl:

1 3

FKM15 v3al
$

The Non-resident Monitor identifies itself to the Fore-
ground user by printing FKM15 V3A and types $ whenever
it is ready to accept a command.

When BFKM15 is started for the Background job, it performs initialization, of

which the following is of interest:

a. It builds the initial configuration of the Background .DAT table
(.DATB) . Any .DATB slots which request a single user version of
a device handler (for example, DTF) will be changed to
the multi-user handler (DTA in this case) if it is already in
core for the Foreground job or if it is the resident system device
handler.

b. BFKM15 will check all Background .DAT slots to make certain that
they do not conflict with Foreground I/0. The Resident Monitor
contains, for this purpose, a table (.IOIN) which lists all I/0
handlers and unit numbers in use. The following occurs:

(1) If a handler for this I/O device is not already in core, the
Background .DAT slot is left untouched.

' FKM15 is the page mode monitor printout. F9/15 is the bank mode monitor

printout. Bank mode users should substitute the correct monitor printout
in further references.



(2) If a single user handler for this device is already in
core for use by the Foreground job, by definition the
Background job may not use this device. Therefore the
Background .DAT slot is cleared (set to zero).

(3) If the multi-user handler for this device is in core, but
the device unit number in question is not assigned to the
Foreground job, Background is allowed to share that

handler. Unit g of the system device may always be
used by the Background job.

(4) If the Background .DAT slot requests a multi-user handler
and unit number already assigned to the Foreground,
normally this is illegal and that .DAT slot will be
Cleared. However, some users may wish to allow both jobs
to access the same unit. Normally, this is permitted
only for bulk storage devices (DECtape, Disk, etc.)
provided that the Foreground user typed the command
SHARE, explained in Section 2.5.7.

If the initial Background .DAT table was altered by clearing .DAT slots for the
reasons given above, a message will be output to the Teletype as in the following

example.

EXAMPLE 2: The Foreground job is running and has been assigned
device handlers and unit numbers DTAl, DTA2, TTAl,
TTA2, and PPA (paper tape punch handler - not
shareable). The initial Background .DAT table contains
conflicting requests as follows:

.DAT SLOT CONTENTS
-15 DTA1

-4 DTA?2

3 TTA2

7 PPAg

The following will be printed on the Background control
Teletype when BFKM15 is first loaded:

BGD .DATS CLEARED BECAUSE OF FGD I1/0:
-15 -4 3 7
FCONTROL = TTAl
FGD DEV-UNITS:
TTAZ2
DTAl
DTAZ2
PPAQ

BKM15 V3A'l
$

' BKM1S5 is the page mode monitor printout. B9/15 is the bank mode monitor

printout. Bank mode users should substitute the correct monitor printout
in further references. ‘




FCONTROL indicates which unit is the Foreground control
Teletype. The remainder of the message indicates what
;/O is being used by the Foreground job. The Monitor
identifies itself to the Background job user as BKM15 V3A
and signals that it is ready to accept a command by
printing §.

2.4 INFORMATION COMMANDS

The following information commands exist in Background/Foreground:

COMMAND USE

LOG To print a comment

REQUEST To examine .DAT slots

DIRECT To obtain a directory listing

INUSE To list information about core and I/0

in use by the Foreground.

2.4.1 The LOG Command (L)

This command is legal in both Foreground and Background and may be abbreviated
by the single letter L. It is used to record comments on the Teletype. Unlike
all other commands, LOG is terminated only by the character ALTMODE, so that

multiple comment lines may be typed.

EXAMPLE 3:
$LOG THIS LINEJ
AS WELL AS THIS ONEJ)
AND THIS ONE ARE IGNORED
$

2.4.2 The REQUEST Command (R)

This command is legal in both Foreground and Background and may be abbreviated
by the single letter R. It is used to examine the contents of all or part of
the user's .DAT table. The Foreground user may examine only the Foreground

.DAT table and th= Background user, only the Background .DAT table.

FORM 1: RJ

This requests a printout of the entire .DAT table. No example is given since
R is essentially the same request as in the ADVANCED Monitor System.



FORM 2: R_USER)

This requests a printout of the contents of all the positive numbered .DAT
- slots. The result, again, is the same as in the ADVANCED Monitor System.

FORM 3: R, XYZ)

Here, XYZ stands for the name of a system program; e.g., MACRO, PIP, F4, LOAD,
etc. The names given must be identical to those used to load the programs.

The information printed, as in the ADVANCED Monitor System, is those .DAT slots
used by the given system program. Since, at present, the only system program
load commands allowed in the Foreground are LOAD, GLOAD, PIP and EXECUTE, only
these four may be used in Foreground REQUEST commands.






FORM 4: R _.DAT_j, k, 1, ... , r, sJ)
Here, j, k, 1, etc., are .DAT slot numbers.
EXAMPLE 4:

$R,.DAT, -3, -1, 4, 7)
TTA1 DTA2 NONE LPAM

$

2.4.3 The DIRECT Command (D)

This command is legal in both Foreground and Background and may be abbreviated

as D. The format is:

D_nJ)

where n = a unit number (# through 7) on the system device. Directory listings
have been altered in BFKM15 to print the number of free biocks before the file
names. The Background user may not request directory listings of any units
owned by the Foreground job unless the Foreground user typed the SHARE command
(see below).

2.4.4 The INUSE Command (I)

This command is legal only in the Background and may be abbreviated by the
single letter I. It causes the Monitor to print the first free core location
above the Foreground job, the Foreground control Teletype unit number, and

any other I/O used by Foreground.
EXAMPLE 5:

$1)

1ST REG ABOVE FGD = 3231
FCONTROL = TTA2

FGD DEV-UNITS:

DTAl
LPAJ

2.5 ALLOCATION COMMANDS

The following commands assign parameters, controls, and conditions:
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COMMAND PURPOSE

ASSIGN To assign I/O handlers to .DAT slots
FILES To specify handler file capacity

FCORE To set up Foreground free core
FCONTROL To select Foreground control Teletype
BCONTROL To select Background control Teletype
NEWDIR To write a new file directory

SHARE To allow jobs to share same I/O units
NOSHARE To nullify effect of SHARE

7CHAN To specify 7-channel MAGtape operation
9CHAN To specify 9-channel MAGtape operation
MPOFF To let Background access all of core
MPON To nullify effect of MPOFF

2.5.1 The ASSIGN Command (A)

This command is legal in both Foreground and Background and may be abbreviated
by the single letter A. 1Its format and function are, with a few exceptions,
identical to the same command in the ADVANCED Monitor System.

The format is:

A DDLN,m, n, ..., p/ .../DDLNum, n, ..., p)

where DD stands for the two letter device name; e.g., DT for DECtape,
PP for paper tape punch, etc.

L represents the third letter of a device handler name and is
optional. 1If not given, the third letter is assumed to be A;
€.g., DTl = DTAl. The "A" version of a handler is the multi-
user, shareable handler, provided that one exists. PPA, for
example, is not a multi-user handler.

N is the unit number to go with the device handler and is also
optional. If the unit number is missing, N is assumed to be @,
€.g., DTA = DTA@.. Therefore, DT = DT§ = DTA = DTA@. The
letters m, n, ..., p stand for .DAT slot numbers. The slash (/)
separates handlers.

To clear out a .DAT slot, assign NONE to it. If any error is detected in the

command, none of the assignments will be made.

The Foreground and Background users may make assignments only to their
respective .DAT tables. Foreground may not assign TTAg if, for example, that
is the Background control Teletype. Since DTA is permanently in core with the
Resident Monitor (assuming that DECtape is the system device) DTE, DTF, etc.,
when assigned, will automatically be changed to DTA. This applies as well to
handler assignments made in the Background whenever the multi-user version of
the handler is in core for Foreground use.
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Background .DAT slot assignments are tested to ensure that they do not conflict
with Foreground I/0, as explained in section 2.3. Whenever the Monitor detects
such a conflict, it will print the message:

OTHER JOB'S DEV-UNIT
To ensure that no conflict can occur when assigning the core-to-core handler,
COA., the unit number is preset to § for Foreground and 1 for Background. The

core-to-core handler disregards the unit number anyway.

2.5.2 The FILES Command (F)

This command is legal in both Foreground and Background and may be abbreviated
as F. The purpose of this command is to save core space by limiting the number

of I/O buffers assigned to multi-user device handlers.
e —————

The format of the FILES command is:
FILES, DD_N,)

where: DD stands for the multi-user handler or device name (e.g., DTA or DT).

N stands for an octal file count.

EXAMPLE 6: Assume that the Foreground user programs are being loaded
into core by the Foreground Linking Loader and that these
programs use .DAT slots 1 through 1g. (.IODEV 1, 2, 3, ...,

18). Further, assume that all 1§ slots were assigned to
DECtape, DTAn (the unit numbers are unimportant to this
discussion).

Most multi-user handlers, DTA being one of them, require
that I/O buffers be assigned to them externally. This 1is
done by the various loaders. 1In this example, the Fore-
ground Linking Loader, seeing that no FILES command was
given for the handler DTA, must assume that the user wants
19 files open simultaneously. This will require 1@ buffers,
each 6@# octal words in size.

The FILES command is used to tell the loaders to assign a
given number of buffers for a particular multi-user handler
based on the maximum number of files that the user programs
will have open simultaneously. Each multi-user handler

has a maximum open file capacity; for example, DTA may have
up to 2f octal. If 1@ I/O buffers are assigned for DTA in
the Foreground, then only up to 18 may be assigned for
Background. The FILES command issued in the Foreground
specifies only Foreground I/O buffers. Thus, to limit the
number of I/O buffers assigned to the Background, the

FILES command, for the same multi-user device, must also be
issued in the Background.

At load-time, I/O buffers are set aside in core by the Loaders. The buffers are
recorded in a table within the Resident Monitor, .BFTAB, but are not flagged for

the exclusive use of particular device handlers. At run—-time, each multi-user
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handler which needs a buffer must request a buffer from the Monitor. The handler

must also release the buffer to the pool when it is no longer needed.

The resident buffer?, permanently assembled into the Resident Monitor, is always
available to the Background job. In the event that the Background job were to
.IODEV only one .DAT slot which is linked to a multi-user handler that requires
external buffers, (DTA. for example) the user could save 609 registers by

typing:
$FILES_DT, g

that is, assign one less buffer than is needed.

In the FILES command, the pseudo-device .- is recognized. The size of the
external buffer for this pseudo-device is 199 octal. Some functions in multi-
user handlers may require a smaller buffer size than others. If the user were
only to use such function types, he could type, for example, $FILESuDTuﬂ and
$FILESu..uN. In DTA., .TRAN and .MTAPE commands only require the smaller buffer.

2.5.3 The FCORE Command

This command is legal only in the Foreground and may not be abbreviated.
The format of the FCORE command is:
FCOREN)
where N is the amount (in octal) of free core requested for the Foreground job.

As in the ADVANCED Monitor System, unused (free) core is defined by the
address pointers in the registers .SCOM+2 and .SCOM+3, the lowest and the
highest free core location, respectively. Since both the Foreground and the
Background jobs have their own separate free core areas, the values in .SCOM+2

and .SCOM+3 are changed appropriately whenever control passes from one job to
the other.

The FCORE command allows the Foreground user to specify how much free core his
program will need, in addition to that required to load his program. The default
value for FCORE is specified during system generation. It is possible for all
of core to be assigned to Foreground. This means, however, that there will be
no room for Background to run, which is perfectly legal. If this is the case,
the message:

SORRY, NO ROOM FOR BGD

1
The resident buffer (6@ words) is assumed to be large enough to be used by
any multi-user handler which might be used by the loaders.
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is printed on the control Teletype.

2.5.4 The FCONTROL Command

This command is legal only in the Foreground and may not be abbreviated. It is
used to transfer control from the control Teletype to some other Teletype unit.

The format of the FCONTROL command is:
FCONTROL, N,

where: N is the number (octal) of any Teletype on the system.

If N is already the Foreground control Teletype, the command is ignored. If N
is the current Background control Teletype, the two Teletypes are swapped but

no message will be printed to this effect. Changing the Background control
Teletype may affect Foreground .DAT slots and an appropriate message will be
printed on the Foreground control Teletype. This is fully explained in the next
section on the BCONTROL command.

When FCONTROL changes the Foreground control Teletype, the following action

takes place:

a. The following message is printed on the old control unit:

CONTROL RELINQUISHED

The system is reloaded from the system device.

The Monitor prints

FKM15 V3A
$

on the new Foreground control unit and is ready to accept
commands there.

2.5.5 The BCONTROL Command

This command is legal both in the Foreground and in the Background and may not
be abbreviated. It is used to transfer control from the Background control Tele-
type to some other Teletype unit.
The format of the BCONTROL command is:
BCONTROL, NJ)

where N is the number (octal) of any Teletype on the system. This command is
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illegal and is ignored if

a. N is the Foreground control Teletype

b. N has been .IODEVed by a Foreground user program
C. N is already the Background control Teletype

If the Background control Teletype is changed by either a BCONTROL or FCONTROL
command in the Foreground, all Foreground .DAT slots which now refer to the new
Background control unit will be changed to the Foreground control unit to avoid

I/0 conflict. Should that situation occur, the following example shows what

would be printed on the Foreground control unit:

FGD .DATS CHANGED TO TTAl

-6 2 7 19

If BCONTROL is issued in the Background, the following action takes place:

a. The following message is printed on the old control unit:

CONTROL RELINQUISHED
b. iC is printed on the new unit

c. The Non-resident Monitor (BFKM15)is reloaded for Background
from the system device

d. The Monitor prints

BKM15 V3A
$

on the new Background control Teletype and is ready to
accept commands there.

2.5.6 The NEWDIR Command (N)

This command is legal in both Foreground and Background and may be abbreviated
by the single letter N. Just as in the ADVANCED Monitor System, this command
allows the user to write a new file directory on some unit of the system device..

However, space will not be reserved for a tQ (CTRL Q) area.

The format of the NEWDIR command is:

N, MJ)

where M is some unit number (octal) on the system device. Unit @ may not be
used. The Background may not write a new file directory on a unit that belongs
to the Foreground unless the Foreground has issued the SHARE command (see below).
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2.5.7. The SHARE Command (S)

This command is legal only in the Foreground and may be abbreviated by the single
letter S. 1Its purpose is to allow the Background job to assign and to use the
same units of any I/O devices that belong to the Foreground job, provided that
they are unit-shareable devices! (DECtape, Disk, MAGtape, etc.) and that the
device handlers are the multi-user versions. The user must be careful when
allowing this condition to occur. The "tape" could be fouled if both jobs were

to try to use the same unit for output at the same time.

The SHARE command also removes the restriction that the Foreground user program
may not use unit @ on _Lhe system device. Normally, this unit is reserved for the
Background.

The format for this command is:

SHARE))

2.5.8 The NOSHARE Command

This command is legal both in Foreground and in Background and may not be
abbreviated. It nullifies the effect of any previous SHARE command; i.e., does

not allow the Background to share device units with the Foreground.

When NOSHARE is issued in the Background, it may cause some Background .DAT slot
to be cleared. A message, as in Example 2, will be printed to that effect.

The command format is:
NOSHARE)

2.5.9 The 7CHAN Command (7)

This command is legal only in the Foreground and may be abbreviated by the
single character 7. The effect of this command is to clear bit 6 in .SCOM+4 to
inform the Magtape device handlers that the default assumption is 7-channel
operation.

The format of the 7CHAN Command is:

7CHAN,)

"Normally, only mass storage devices are unit-shareable.
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2.5.10 The 9CHAN Command (9)

This command is legal only in the Foreground and may be abbreviated by the single
character 9. It sets bit 6 in .SCOM+4 to inform the Magtape device handlers that
the default assumption is 9-channel operation.

The format of the 9CHAN command is:
9CHAN)

2.5.11 The MPOFF Command

This command is legal only in the Foreground and may not be abbreviated.
The format is:
MPOFF,)

Under normal circumstances, the Background job operates in user mode (memory
protect enabled) with the memory protect boundary register set from the contents
of .SCOM+32. The MPOFF Command does not disable memory protect for Background;
it causes the contents of the boundary register to be set to zero, independent
of .SCOM+32.

The effect this has is to allow the Background job to reference, modify, and
transfer to any location in core memory. Any attempt to do so via a system
macro call (CAL sequence, such as .WAITR) will not result in a terminal error,
-ERR #36. Normally, the Monitor's CAL handler would validate Background argu-
ments by comparison with .SCOM+31 or .SCOM+32, as appropriate.

Since the Background still runs with memory protect on, IOT instructions,
non-existent memory references, double XCT instructions, HLT, and OAS will

trap to the Monitor. OAS! is executed by the Monitor whether or not the MPOFF
command was issued. IOT instructions are executed by the Monitor for the Back-
ground job (this includes IOT's that cause a skip) when MPOFF is in effect.

The reader is cautioned to avoid the use of instructions, such as CAF, EBA,

DBA, ISA, which could play havoc with the system if executed in the Background.
The MPOFF facility was provided to allow a limited amount of Foreground debugging
by using DDT in the Background (strictly for examination and modification--no

breakpoints) .

2.5.12 The MPON Command (M)

This command is legal in both Foreground and Background and may be abbreviated by
the letter M.

'0AS must not be microcoded with any skip instruction.
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The format is:

MPON,)

The MPON command nullifies the effect of MPOFF, thereby protecting the Foreground

job from the Background job in the normal manner.

2.6 PROGRAM LOAD COMMANDS

In the Foreground, only four load commands are legal: LOAD,), GLOAD,), PIP)), and
EXECUTE _,XXX)). EXECUTE may be abbreviated by the single letter E. LOAD and
GLOAD have the same meaning and effect as in the ADVANCED Monitor System.

The following program load commands exist in the Background:

PATCH,) MACROA,)
CHAIN,) LOAD)
F4) GLOAD,)
F4A) DDT,)
EDIT) DDTNS,))
PIP) DUMP,)
EXECUTE, XXX, UPDATE,)
MACRQ) BFSGEN J
DTCOPY ) SRCCOM )

2.7 FINAL OPERATION

After BFKM15 has received a program load command from either the Foreground or the
Background, it will bring the System Loader (.SYSLD) into the top of core over-
laying BFKM15. 1In the Foreground, .SYSLD is actually the Foreground Linking
Loader. In the Background, .SYSLD loads Background System Programs, including

the Background Linking Loader.

2.8 CONTROL CHARACTERS

While control is in BFKM15, the user may type CTRL P to terminate execution of
the current command and to restart. Restart in this manner does not nullify the
effect of previously executed commands; e.g., will not reset the .DAT table to
its initial configuration. To reload the Monitor for the current job, the user
may type CTRL C.!

'Refer to section 3.4 for a discussion of CTRL C.



2.9

SUMMARY OF COMMANDS

LEGAL IN
F B
F B

B
B
F
F
B
B
F B
B
B
B
F B
B
B
F
F
F B
F B
B
F B
F B
B
B
F
F B
F B
F B
B
F B
F B
F
B
B

ABBREVIATION

A

COMMAND EXAMPLE

ASSIGN, DTAl 2, 3/TT1_1, 4/DT_-4)
BCONTROL,,2)

BFSGEN))

CHAIN)

7CHAN,)

9CHAN,)

DDT,)
DDTNS)
DIRECT #,)
DTCOPY)
DUMP)

EDIT)
EXECUTE, XXX,
F4)

F4a)
FCONTROL, 1)

FCORE_140%)

FILES, DT, 3/
GLOAD,)

INUSE)
LOAD) -

LOG, ;- - . ... (ALTMODE

MACRO))
MACROA)
MPOFF,))
MPON,)

NEWDIR, 5)
NOSHARE)
PATCHJ)
PIP)

REQUEST, XXX, or REQUEST,SER) or
REQUEST, .DAT j,k,1) or REQUEST)

SHARE)

SRCCOM))
UPDATE,)
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SECTION 3

CONTROL CHARACTERS

3.1 PURPOSE

Control characters are single characters, typed by the user at a Teletype, which
request special action by the Monitor. Except for the character, RUBOUT, all
control characters are formed by holding down the control key, CTRL, while

striking the appropriate letter key.

The characters CTRL U and RUBOUT are used as "erase" characters during Teletype
input or output. CTRL C, CTRL P, CTRL S, and CTRL T are used to interrupt the
operation of the current program and to transfer control elsewhere. CTRL R

is used to restart I/O after a not-ready condition has been detected for some
device. CTRL Q stops the current job and dumps memory onto a specified area of
some unit of the system device. CTRL D effects an end-of-file condition during

Teletype input.

3.2 CONTROL TELETYPE

In the Background/Foreground System, which may accommodate up to 17 (decimal)
Teletype units!, two Teletypes are designated as control Teletypes (one for
Background and one for Foreground). Initially, it is assumed that unit 2 (the
console Teletype) is the control Teletype for Background and unit 1 is the con-

trol unit for Foreground?.
Control Teletypes differ from the other units in two ways:

a. They are used to converse with the Non-resident Monitor and
system programs in order to set up parameters and conditions
for a job and to initiate the loading and execution of programs.
b. Certain control functions are honored only at control Teletypes;
i.e., they are ignored if they are typed on the other Teletype
units (see Section 3.4 and following).

!The system as shipped to customers will handle a maximum of 6 Teletypes. Expan-
sion requires a simple reassembly of the code for the Resident Monitor.

2The initial control Teletypes are specified during system generation.



3.3 TELETYPE HANDLER

The multi-user Teletype handler (TTA) which is imbedded in the Resident Monitor
makes special tests for control characters when it receives typed input. Normally,
when no .READ request has been issued to a Teletype, characters received from

that unit are ignored unless they are control characters. A description of the
action taken in each case is given in the following paragraphs.

3.4 CTRL C (4C)

This character is ignored unless typed at a control Teletype. It is echoed to
the teleprinter as *C.

If a Background job is not in core and the user types CTRL C at the Foreground
control Teletype, 1C is echoed to it and the Resident Monitor is reloaded by
the resident bootstrap.

If a Background job is in core when CTRL C is typed on the Foreground control
Teletype, 4B is echoed to it to indicate ﬁhat a Background job exists, a "bell"
is sent to the Background control Teletype, and a flag is set indicating that
CTRL C has been typed in the Foreground. What happens thereafter depends on
which job is the "confirmer", a parameter set by the System Generator. Once

CTRL C has been entered on the Foreground control Teletype, the Foreground job is
terminated.

When Foreground is the "confirmer", the second time CTRL C is typed on the
Foreground control Teletype AC is echoed to it and the Resident Monitor is
reloaded.

When Background is the "confirmer", CTRL C typed on the Foreground control
Teletype causes 4B to be printed on the Foreground control Teletype and a "bell"
to be sent to the Background control Teletype. Thus Foreground cannot abort
Background. When CTRL C is typed on the Background control Teletype, AC is
echoed to it and then the Resident Monitor is reloaded by the resident bootstrap.

In the normal case where Foreground is running and CTRL C is typed on the Back-
ground control Teletype but not on the Foreground control Teletype, the Fore-
ground job is not affected. The Background job is aborted and the Non-resident
Monitor is reloaded to start up a new Background job.

The "confirmer" flag is .SCOM+1g4.
g = Foreground.
1 (nonzero) = Background.



3.5 CTRL S (4S)

CTRL S is recognized only at a control Teletype and, specifically, only after
the Monitor has printed 4S. This is the result of loading a user program by
giving the command $LOAD (instead of $GLOAD) to the Non-resident Monitor. Both
commands bring in the Linking Loader to load user programs. S$GLOAD means
LOAD-AND-GO. S$LOAD means load the user programs, signal the user that this has
been done (by printing 4S), and then wait for the go-ahead signal (when the
user types CTRL S).

This feature allows the user to set up I/O devices before starting his program.
When CTRL S is typed by the user and is accepted by the Monitor, 1S is echoed
back to the teleprinter.

3.6 CTRL T (4T)

This character is recognized only at the Background control Teletype when the
user has called in the system program DDT. When CTRL T is typed and accepted,
it is echoed to the teleprinter as 4T.

CTRL T provides a means of interrupting the execution of a user program and
transferring control to DDT. When CTRL T is typed, the Monitor saves the

status of the Link, page/bank mode, and memory protect along with the interrupted
PC in .SCOM+7 so that DDT will be able to return control to the user program at
the point at which it was interrupted. The contents of the AC at the time of
interruption is returned in the AC and saved by DDT.

3.7 CTRL P (+4P)

CTRL P is the interrupt and restart character available to user and system
programs. When it is typed on some Teletype and is accepted by the Monitor, e
is echoed to the teleprinter on that unit.

In the Background/Foreground system there are two types of CTRL P functions:

1. NORMAL CTRL P and
2. REAL TIME CTRL P.

The two CTRL P functions are described, individually, in paragraphs 3.7.1 and
3.7.3.

Setting a CTRL P restart address (ADDR) is accomplished by issuing the I/0
MACRO .INIT to any .DAT slot linked to the Teletype handler.



The format of the .INIT macro is:
.INIT A,M,P+ADDR
which is expanded by the MACRO assembler into the following machine code:

LoC CAL M,+A

LOC+1 1 8 79-17
LOC+2 P+ADDR
LOC+3 g 9-17

where A = a .DAT slot number (octal radix)

# = Input

=
I

transfer mode
1 = Output

ADDR = a 15-bit address (octal) of a restart point in the program
or of the entry point of a closed real-time subroutine.

P = priority code I} = Normal CTRL P
%ggggg} = Mainstream (REAL-TIME)
300009 = No change to CTRL P
ApRPRR = Priority level of the .INIT
500008 = API level 5
690000 = API level 6
7900029 = API level 7

Background requests to an API level (489988 - 798999) will be converted to

Mainstream since Background programs cannot use the API software levels.

3.7.1 NORMAL CTRL P

A .INIT to set up a NORMAL CTRL P (priority code @) may be done only to a
control Teletype. NORMAL CTRL P was so named because the action taken when the
user types CTRL P is nearly the same as in the ADVANCED Monitor System.

When a control Teletype has been set up for a NORMAL CTRL P and that character
is typed by the user, the Teletype handler will abort all Teletype I/0 for
that job (Background or Foreground). The Monitor will, when control is at
Mainstream, save the status of the Link, page/bank mode, and memory protect
with the interrupted PC in .SCOM+10 (whose contents are swapped in and out for
Background and Foreground), return the interrupted AC to the AC, and transfer
control to the restart address ADDR as specified by the last .INIT.

NOTE

When the Monitor processes a CTRL T or a NORMAL CTRL P, it
kills any pending mainstream real-time routines to be run

by zeroing the contents of .SCOM+57 (Foreground) or .SCOM+61
(Background). The user's program (if NORMAL CTRL P) or the
user (if CTRL T) must zero the entry points of all his main-
stream real-time routines. CTRL P and CTRL T do not affect
API level real-time requests.3_4



If the restart address ADDR = @, CTRL P to the given Teletype will be disabled;
i.e., ignored if typed (except if P = 3ggggg).

3.7.2 No Change

If .INIT for a given Teletype unit contains the priority code 3¢@@d@@, the CTRL P
restart address for that unit is not changed. DDT uses this so that it can .INIT
to abort a .READ to the Teletype without altering the CTRL P address set up by the

user's program.

3.7.3 REAL-TIME CTRL P

A .INIT to set up a REAL-TIME CTRL P may be done to any Teletype unit. When so
set up and the user types CTRL P, I/0 to that Teletype is aborted. Control
eventually goes to a closed real-time subroutine, ADDR, at the priority level

defined by P, in the same manner as for a -REALR, .REALW, or .TIMER request.

If the restart address ADDR = @, CTRL P to the given Teletype will be disabled,
i.e., ignored if typed.

REAL-TIME CTRL P is useful for multi-user programs, for instance multi-user

FOCAL, where each Teletype has the ability to interrupt and restart.
3.8 CTRL R (4R)

In the Background/Foreground system, I/0 device handlers which detect a not-ready
condition will request the Monitor to print a message on the appropriate control

Teletype. The line printer handler message, for instance, would be:
LP# NOT READY

The unit number has no significance for the line printer. Some single-unit
handlers, such as the card reader handler, use the unit number designation to
indicate the cause of the not-ready condition. After the message has been
printed, the user should ready the device and then type CTRL R, which is

echoed as 4R. I/0 for that device is then resumed.

While the Monitor is waiting for the user to type CTRL R, the user's program
continues execution provided that it is not hung up waiting for completion of
I/0 from the not-ready device. The Monitor can handle one not-ready condition
per job. Should a second not-ready request occur while another is being

processed, job execution will be aborted with a .ERR 294 terminal error.
3.9 CTRL Q (1Q)

CTRL Q may be typed at any time, but it is ignored if it is not issued at a
control Teletype.
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The purpose of typing CTRL Q is to stop program execution and to dump all of
core memory onto a specified area of some unit on the system device. The dump
starts with block 181 octal on the given unit and overlays any data that may
have existed in that area on the output device. A 16K system will dump 10§
octal blocks (181-2@8); a 24K system, 148 octal blocks (1g1 - 24f); a 32K
system, 2@@ octal blocks (1g1 - 3¢0).

To ensure that CTRL Q will not overlay useful data, the user must employ the
system program PIP to write a new file directory on that unit, using the (S)

switch to reserve space for CTRL Q. For example:
>NXXuea(S) )

where XX is the device name and u the unit number. Note that the size of the
CTRL Q area reserved is based on the amount of core existing in the system in
which the new directory is written. The area reserved on a DECtape in a 16K

system is not sufficient to do a protected CTRL Q in a 24K or 32K system.

When the Monitor accepts CTRL Q, it first terminates execution of the job

( Foreground if Foreground CTRL Q, Background if Background CTRL Q). This
involves calling all device h-ndlers tied to that job to stop I/O, clearing all
Monitor queues of entries for that job and disabling all control characters for
that job except CTRL C.

The Monitor then prints #Q on the appropriate control Teletype and reads one
character. The user must then type the number of the unit on which the dump

is to occur. Unit zero may not be used. If the SHARE command is not in effect,
a dump may not be done to a unit which belongs to the other job. If the
Monitor rejects the typed character, it prints #Q again and waits for another
character.

When the unit number is accepted, the dump takes place; then the Monitor is
automatically reloaded. A Background CTRL Q does not affect Foreground. A Fore-
ground CTRL Q, on the other hand, aborts the Background job. It is not possible

to load and restart a core dump in Background/Foreground.
3.10 CTRL U (@)

CTRL U may be typed at any Teletype unit. If a .READ or .REALR was issued to
some Teletype and the user decides he wants to "erase" everything he has

typed for that read request, he may type CTRL U, which will be echoed to the
teleprinter as @. The .READ or .REALR will still be in effect and he may then
retype the input.

While output to a Teletype is being done as a result of a .WRITE or .REALW,
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the user may type CTRL U to terminate the write. In this case nothing is echoed

to the teleprinter.

3.11 RUBOUT (\)

This character is recognized only while the user is typing input to satisfy a
-READ or .REALR request. When typed, RUBOUT deletes the last input character.
For example, if the user has typed ABC and then RUBOUT, the C will be "erased".
If he now types another RUBOUT, the B will be 'erased". Every time a character is

so removed, the character \ is echoed to the teleprinter.
3.12 CTRL D (1D)

The character CTRL D is recognized at all Teletypes and is echoed back as 4.
When typing input, CTRL D effects an end-of-file condition by terminating the
-READ or .REALR request and storing the end-of-file, @gg18@5, in the input line
buffer header. Since the word pair count returned is a 1, any characters
typed prior to the CTRL D for the same read request will be lost.






SECTION 4

LOADERS

4.1 INTRODUCTION

There are three program Loaders in the Background/Foreground system. On the
system file directory they are listed as .SYSLD SYS!, BFLOAD BIN2 and
EXECUT BIN?Z.

-SYSLD is an absolute system program that functions as two loaders: when it is
called in for Foreground loading, it is the Foreground Linking Loader; when it
is called in for Background loading, it is the Background Syétem Program
Loader. BFLOAD is the Background Linking Loader.

EXECUTE operates in both Foreground and Background as a loader of overlay programs
(XCT files) built by the CHAIN system program. A description of CHAIN and

EXECUTE is given in the utility manual.

4.2 FOREGROUND LINKING LOADER

Link loading of the Foreground job is initiated by typing GLOAD (Load-and-Go)
or LOAD (Load-and-Pause) to the Monitor at the Foreground control Teletype.
The Foreground Link Loader (.SYSLD) is then brought into the top of memory,
overlaying the Non-resident Monitor. The following message will then be

printed:

FGLOAD V2A
>

The > signals the user that he may now type in his command string.

The command string format is the same as for the Linking Loader in the ADVANCED
Monitor System:

>options<mainprog, others,... ALTMODE

'Operates in bank mode.

ZOperates in page mode; operates in bank mode only when running in bank mode.



4.2.1 Option Chavacters and their Meanings

Character Meaning
p Print program names and their assigned relocation
factors
C Print common block names and their assigned
locations
G Print global symbol names and their definitions

4.,2.2 Use of « Terminator

Prior to the terminator « all characters except option characters are ignored.
Carriage return preceding the « starts a continuation line headed by »>. ALTMODE

preceding the « restarts the Loader; therefore, no loading is done unless the

character « appears in the command string.

If no option characters precede the <+, the default assumption is that no memory

map is to be prin*ed.

After the +, type the program names (main program first - no extensions)
separated by comma or carriage return. Terminate the command string with
ALTMODE. Before the terminating ALTMODE has been typed, the Loader may be re-
started by typing CTRL P. All files named in the command string may contain 1

or more program units, and all program units will be loaded in each file named.

4.2.3 Sequence of Operation

Once the command string has been accepted, the Loader will perform the following

sequence of operations:

a. Load to end of file all user programs! specified in the command
string, from .DATF -4. These programs are loaded from the bottom
of core up, starting at the top of the Resident Monitor. CcCalls to
external library routines via .GLOBL, common block definitions, and
-IODEV requests are saved in the Loader's symbol table, built from
the bottum of the Loader down. Programs containing executable code
(which excludes BLOCKDATA subprograms) are relocated such that
they do not overlap core page boundaries in the page mode system or

core bank boundaries in the bank mcde system.

! These programs will operate in page mode and must not execute the EBA

instruction which would change operation to bank mode. Aall programs

in the bank mode system operate in bank mode only. Avoid EBA instructions
in the bank mode system. Although EBA instructions have no effect on *he
PDP-15, they are equivalent to a LEM ({(leave extend mcde) con the PDE-9.

LEM has disastcrous results during a background/foreground system run.
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b. If a library search is necessary and the contents of .DATF -5 is
non-zero, the Loader will seek the user library, .LIBR5 BIN, via
that .DAT slot, and will load all requested library routines!

which it finds. 1I/0 device handlers must not be in the user

librarx.

c. If a library search is still necessary for non-I/0 routines,

the Loader will search the system arithmetic library!,
.FALIB BIN, via .DATF -7 in the same manner as above.

I/0 device handlers must not be in .F4LIB.

d. 1If any I/0 handlers! must be loaded, the ILoader searches
through the system I/0 Library, .IOLIB BIN, via .DATF -7.

After this has been done, program loading has terminated.

e. At this point, all undefined common blocks are defined and
assigned core space. Common blocks are allowed to overlap

page boundaries.

f. If there are still some undefined global symbols, they will
be matched with common block names and, if a match is found,

defined as the base address of the matching common block.

g. For all multi-user device handlers in use for the user's
programs, external I/O buffers are assigned core space (if
necessary) and recorded in .BFTAB within the Resident Monitor.
The number of such buffers depends on the $FILES counts given
by the user to the non-resident Monitor or, if no counts
given, the number of .IODEV'ed .DAT slots calling those

handlers. 1I/0 buffers are allowed to overlap core boundaries.

h. The amount of free core assigned to the Foreground job
(contents of .SCOM+25) is added to the current size of
assigned Foreground core to determine the upper limit of the
Foreground job. Pointers to the first and last registers in
Foreground free core are then stored in .SCOM+2 and .SCOM+3,

respectively.

i. The Loader now exits to the Resident Monitor. The Resident
Monitor prints 4S and waits for the user to type CTRL S, if
the Louader is called by the LOAD command. Control then is
given to the start address of the user's main program, which
was stored in .SCOM+6 by the Loader.

4.3 BACKGROUND SYSTEM LOADER

Loading of all system programs is done by the System Loader (.SYSLD), which

1 . .

.These programs will operate in page mode and must not execute the EBA
instruction which would change operation to bank mode. All Programs in the
bank mode systen operate in bank mode only.
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also performs link loading for the Foreground. Initiation of the loading cycle
is done when the user, in the Background, types a request to the Non-resident

Monitor to load a system program; e.g., $PIP, SEDIT, etc.

The Non-resident Monitor puts a code number in .SCOM+5 to tell the System Loader
which program to load. The System Loader is then loaded into upper core overlaying
the Non-resident Monitor. When loading a Background program other than the

Linking Loader or EXECUTE, .SYSLD contains a SYSBLK which lists the .DAT slots

used by each system program and information about the load address, start

address, size and initial block number on the system device for each system
program. SYSBLK exists as block 4 on the system device and is also used by

PATCH.

To load a system program in the Background, .SYSLD performs the following

operations:

a. For each .DAT slot (with non-zero contents) required by a system
program, it determines which device handlers! are needed; and, if
a library search is necessary, it brings in the handlers from the
file .IOLIB BIN on the system device through .DATB -7. They are
loaded starting immediately above the top of the Foreground job.

b. I/0 buffers are then assigned core space immediately above the
handlers as in the description in paragraph 4.2Z2.3g. The hardware
memory protect bound is set above the handlers and buffers.

c. If the load command was $LOAD, $GLOAD, $DDT, or SDDTNS, the
Background Link Loader (BFLOAD)', a relocatable file, is loaded

starting just above the new hardware protect bound.

d. For all other system programs (excluding EXECUTE)'!, .SYSLD builds
a short routine just above the hardware protect bound to bring in
the program? overlaying the System Loader.

e. Finally, .SYSLD exits to the Resident Monitor?, which establishes
the new hardware protect bound and then passes control to the

system program via the address stored by .SYSLD in .SCOM+5.

The Loader allows the loading of absolute .LOC programs prior to loading any
relocatable files. This permits the user to load programs which may overlay
parts of the Resident Monitor. Mixing of absolute and relocatable .LOC's in

the same program file is not allowed and will be flagged as an error. The

'Operate(s) in page mode; operates in bank mode only when using bank mode system.

2Operates in bank mode.



Loader ensures that the relocatable programs do not overlay any of the absolute

programs.

The Foreground Linking Loader is also responsible for loading the system program
PIP! in the Foreground. The Foreground version of PIP exists in the system as
the relocatable file PIP BIN. It is loaded by typing PIP as a command to the

Non-resident Monitor?.

4.4 BACKGROUND LINKING LOADER

Externally, the Background Linking Loader (BFLOAD) looks nearly the same to the
user as the Foreground Linking Loader. When it has been loaded, it prints the

following message on the Background control Teletype:

BGLOAD V2A
>

The command string processing is identical with that of the Foreground Linking

Loader (see 4.2).

If the Load command was $DDT or $DDTNS, the system program DDT! (a relocatable
file) has already been loaded into the top of core via .DATB -1, prior to

reading in the command string.

Once the command string has been accepted, the Loader will perform the following
sequence of operations:

a. Load to end of file all user programs'

specified in the command
string from .DATB -4. These programs are loaded from the top

of core down. Calls to external library routines via .GLOBL,
common block definitions, and .IODEV requests are saved in the
Loader's symbol table, built from the top of the Loader upwards

in core. Programs containing executable code (which excludes
BLOCKDATA subprograms) are relocated such that they do not overlap

page boundaries.
b. Same action as described in 4.2.3b, using .DATB -5,
c. Same action as described in 4.2.3c, using .DATB -7.

d. If any I/0 handlers must be loaded, the Loader searches through
.IOLIB BIN via .DATB -7. The handlers are relocated to run in

lower core, that is, as if they were being loaded upwards in

'Operate(s) in page mode; operates in bank mode only when using bank mode system.
20Operates in bank mode.



core, stisrting just above the Foreground job. They may, however,

be loadecd above the Loader if the Loader is in the way.

e. Same act. ... as described in 4.2 e,f,g. Common blocks are

assigned space in upper core; I/0 buffers, in lower core.

f. The hardware memory protect bound is established above the I/0
handlers and buffers. Common blocks may go below the hardware

protect bound.

g. If DDT was loaded and a symbol table was requested (not
$DDTNS), the symbol table is compacted to delete entries
not needed by DDT. The Loader determines where the symbol
table should be moved; and, along with the I/0O handlers which
were loac:d into upper core, builds a special .EXIT list which
tells the Resident Monitor where to block transfer each segment.
The DDT symbol table may be loaded below the hardware protect
bound.

h. The Loader then exits to the Resident Monitor, which performs
the block transfers, sets the new hardware memory protect bound,
and transfers control to DDT (via .SCOM+5) or to the user
program (via .SCOM+6), pausing to print 45 and waiting for the
user to type CTRL S if the Load command was S$LOAD.

4.5 LOADING XCT FILES

XCT files are overlay programs1 built by the system program CHAIN and run by
the system program EXECUTE . Loading of an XCT file in either the Foreground
or the Background is initiated by typing E.XXX or EXECUTEuWXXX to the Monitor

(where XXX is the file name without the extension XCT).

The Non-resident Monitor, BFKM15, stores the filename (.SIXBT format) in
.SCOM+1#7, 118, and 111 for the Foreground, or .SCOM+112, 113, and 114 for the
Background. If EXECUTE's .DAT slot requests the resident system device
handler?, the Monitor stores "XCS" as the extension. If EXECUTE's handler is

different from the resident handler, the Monitor stores the extension "XCT".

The System Loader is then called in, overlaying the Non-resident Monitor in

upper core.

4.5.1 EXECUTE in the Foreground

The following operations are carried out when EXECUTE is used in the Foreground:

! These programs will operate in page mode and must not execute the EBA instruc-
tion which would change operation to bank mode., All programs in bank mode

system operate in bank mode only.
Runs in bank mode, unlike most I/0 handlers; in the bank mode system, all I/0
handlers run in bank mode only.
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EXECUTE's handler, if different from the resident handler, is

loaded immediately above the Monitor.

b. The System Loader, which must open the XCT file, checks the
extension. If "XCS", meaning EXECUTE's handler is the
resident handler, the file is loaded via .DAT -7. If "XCT",
it is loaded via .DAT -4. The extension is then set to "XCT".

C. The XCT file is read and checked that it was indeed built to be run
in the Foreground of a PDP-15 in page mode. In the bank mode system,

The XCT file is checked to ensure that it was built to run in bank mode.

d. The upper and lower core limits of the overlay structure are
saved and a check is made that it does not overlay the

Resident Monitor.

e. The .IODEV bit map in the XCT file is decoded. The loading
bound is set immediately above the area of core to be
occupied by the overlay structure and then all I/0 handlers
required by the XCT file are loaded. Also, another copy of
EXECUTE's handler is loaded (the first copy will be overlayed).

f. EXECUTE is loaded.
g. Same action as described in 4.3.4g and h.

h. The Loader exits to the Resident Monitor. The Monitor gives
control to EXECUTE, whose start address is stored in .SCOM+6
by the Loader.

4.5.2 EXECUTE in the Background

The following operations are carried out when EXECUTE is used in the Background:

a. EXECUTE's handler, if different from the resident handler, is

loaded immediately above the Foreground job.
b. Same action as described in 4.5.1b.

C. The XCT file is read and checked that it was built to be run in the
Background of a PDP-15 in page mode. 1In the bank mode system, the
XCT file is checked to ensure that it was built to run in the bank

mode.

d. The lower core limit of the overlay structure is saved and,
when EXECUTE has been loaded, a test is made to ensure that

they do not overlap.

e. The .IODEV bit map in the XCT file is decoded and then any
I/0 handlers needed by the file are loaded.



f. ©Same action as described in 4.3.4q.

g. The hardware memory protect bound is set above the I/0 buffers
and EXECUTE is loaded starting above this bound.

h. Same action as described in 4. 3e.

4.6 ERRCR CONDITIONS

The number of different error messages in the Loaders has been ex-
panded in Background/Foreground. These are tabulated in Appendix II.
The error number is passed on to the Resident Monitor by a special
error .EXIT macro (CAL seqguence). Loader errors are non-recoverable
After the error message is printed, the Monitor will automatically be

reloaded to start another job.



SYSTEM MEMORY MAPS

Memory Map A

16K

8K

%

N\

«—System Bootstrap

The System Bootstrap is loaded at the top of

core via the paper tape reader in HRM format.



Memory Map B

.SCOM—16K ?222;;/,
/(;:6——System Bootstrap

8K  f---m-m---

_)//
////// ¢—Resident Monitor includ-
ing the multi-unit
Teletype handler and
the system device handler,
(DTA. or DKA.)
i

The System Bootstrap automatically loads the

Resident Monitor from the system device into lower
core.

.SCOM + 1
.SCOM + 2




Memory Map C

::;;;;%%%ff ¢——Non-resident Monitor

8K|l-——-— - - ——

.SCOM—>16K

.SCOM
.SCOM

[\

\

NN

'f4_____Resident Monitor

0

The Resident Monitor loads the Non-resident Monitor
(via the resident system device handler) into upper
core, overlaying the System Bootstrap. Within
itself the Resident Monitor contains a simpler copy
of the bootstrap which is used whenever the Resident
Monitor is to be reloaded. The bootstrap restart

address is location 1118.

4-11



Memory Map D

«SCOM ———31 6K

.SCOM + 3

7

///4——

Foreground Linking
Loader (.SYSLD)

8K
.SCOM + 1

v

.SCOM + 2

0

¢«— Resident Monitor

To load a user FOREGROUND program, the Non-resident

Monitor brings in the Foreground Linking Loader

(.SYSLD), overlaying itself.



Memory Map E

.SCOM ———16K

¢——Foreground Linking Loader
(.SYSLD)

\
\

¢—TLoader's I/0 Handlers

C\><\><\C\ «——Loader's Symbol Table
v

.SCOM + 32 —7 ,\“‘-Hardware protect bound
.SCOM + 31 *\\\\Software protect bound
.SCOM + 3 - Foreground free core

.SCOM + 2 User's I/O Handlers and

I/0 Buffers
Foreground W\ Foreground user programs
Job 8 K\ -]¢——_ and library routines

<«——Resident Monitor

\

The Foreground Linking Loader first brings in any additional
I/0 handlers required for loading. Then it loads the user
program(s), library routines, user I/0 handlers and I/O
buffers, and allocates Foreground free core. The software
memory protect bound is established just above the Foreground
job. The hardware memory protect bound, because it can be set
only in increments of 256 decimal, will leave some unused space
between it and the Foreground job. The software protect bound
allows this space to be used for dynamic data storage by the
Background job. On the PDP-9 the memory protect bound can only be
set at 1024 (10) word intervals, so the bank mode system sets

the bound at 1024 word increments, not 256, even on a PDP-15.

For a description of loading of Foreground XCT files, see Memory
Map L.



Memory Map F

.SCOM —16K //
//// <——Non-resident Monitor

/ 4,}
.SCOM + 32 Hardware protect bound
.SCOM + 1 ] >F -~~~ |
.SCOM + 2 —_ N Software protect bcund
.SCOM + 25 \\\\
.SCOM + 31 \

8K F Foreground job

;;:r/:;jjjje———— Resident Monitor
, %

’ A
//;/
/

9

L

N\

When the FOREGROUND job becomes I/0 bound. control is trans-
ferred to the BACKGROUND Zob. The Resident Mcnitor loads the Non-
resident Monitor (via the resident system device handler) intc
upper core. It then gives control to the Keyboard Listener
(within the Non-resident Monitor) to await a BACKGROUND keyboard
command. Memory protect is enabled while the Background job is

runn:ag.



Memory Map G

.SCOM—>16K
Background System

¢ Loader, (.SYSLD)
.SCOM + 3 5
.SCOM + 32
scoM + 1] .| ¢ Hardware protect bound
.SCOM + 2 ¢« Software protect bound
.SCOM + 25
.SCOM + 31

Foreground Job

¢&——Resident Monitor

When a BACKGROUND keyboard command requests loading

of a system or user program, the Non-resident Monitor
brings in the System Loader, overlaying itself. Note
that the BACKGROUND System Loader and the FOREGROUND
Linking Loader are physically the same program, except
that SYSBLK is also read into core when the BACKGROUND
system program to be loaded is other than the Linking
Loader or Execute.



Memory Map H

- SCOM——16K

.SCOM +

.SCOM +

.SCOM +
.SCOM +
.SCOM +
.SCOM +

7

~—

Background
System Program

3 >

2

2
3J
1
25

8K

(//Background Free Core

__—Hardware Protect Bound
«—Software Protect Bound

¢«——— Background I/0 Buffers
¢«—Background I/0 Handlers

Foreground Job

¢———Resident Monitor

If the BACKGROUND request is for a system program, the

System Loader loads the system program I/O handlers up
from the top of the FOREGROUND job, allocates I/O buffer
space, and loads the system program at the top of core

(overlaying the System Loader).

Control is returned to

the Resident Monitor, which sets the memory protect bound

above the buffer space and gives control to the system

program.



Memory Map I

.SCOM r—————*l6K
.SCOM + 3 ///

<«—— Background System
Loader (.SYSLD)

N\

.SCOM + 2 N ’
I «—— Background Linking Loader
.SCOM + 32 > Ll Hardware Protect Bound
.SCOM + 1 4____L1nk Loader's I/O Handlers
.SCOM + 25 5 < Software Protect Bound
+

. SCoM 31J i
Foreground Job

«——Resident Monitor

x\\\\

If the BACKGROUND program is a user program!, the
System Loader loads the Linking Loader I/O handlers
up from the top of the FOREGROUND job and loads the
Linking Loader such that the memory protect bound
can be set just below it.

lUser programs may be loaded along with the system
program DDT.



.SCOM
.SCoOM

.SCOM

.SCOM
.SCOM
.SCOM

.SCoOM

+

Memory Map J

N

M0

: \\\

N\

0

Background user Programs and
Library Routines

¢ Background User I/0
Handlers

«—Loader's Symbol Table

<— Background Linking Loader

“~—~ Hardware Protect Bound
Software Protect Bound

Foreground Job

&——Resident Monitor

The BACKGROUND Linking Loader overlays the System Loader
by loading user programs down from the top of core. User

I/0 handlers, presuming that they cannot fit in core
between the FOREGROUND job and the bottom of the Loader,
are loaded into upper core but relocated to run just above
the FOREGROUND job so that the memory protect bound can

be set above them.

shown in this memory map.

Common blocks and I/0O buffers are not



Memory Map K

.SCOM—>16K

¢——— Background User Programs
//// and Library routines

«———User's Common Blocks

-SCOM + 3 > Background Free core

.SCOM + 32

LSCOM + 2 Y Pl -------1 Hardware Protect Bound

.SCOM + 31 L] | LI | ﬁ\\“Software Protect Bound

.scoMm + 1?1 R «———Background User I/0 handlers

.SCOM + 25

8K"&i\; :\§>\ Foreground :Job

;;;;;;;;;;;‘Resldent Monitor

The .EXIT from the Linking Loader causes the user program

I/0 handlers to be block transferred to their running
position, the memory protect bound to be set just above

the I/0O buffer space, and control given to the user program.
If DDT was also loaded, it resides at the top of core, above
the user programs. Its symbol table, built by the Loader,
is block transferred by the Monitor to start at the soft-

ware protect bound.

1If DDT is loaded, .SCOM + 1 will be set to point at the start
of the DDT symbol table.



Memory Map L

//jjjjé————System Loader
/

.SCOM ———— 16K

% «~——Loader's symbol table
.SCOM + 32 ———— S} _ «— Hardware protect bound
.SCOM + 25 and 31— : < Software protect bound
.SCOM + 3— A F—= é——Foreground free cor
.SCOM + 2 N ~ g € core
€——EXECUTE
\\<?\\ N I/0 Handlers + I/O buffers
AN including 2nd copy of
EXECUTE's handler
Foreground . '
Job Core occupied by
8 Overlay structure
H|——— ——
_____ lst copy of EXECUTE's
T I/0 handler
(S
¢é——=Resident Monitor
0

EXECUTE in the Foreground:

The System Loader first loads EXECUTE's I/O handler (if not
the resident handler) in order to read the XCT file. The
core limits of the overlay structure are read from the file
as well as the request for I/O from its .IODEV bit map.

The requested handlers, including a second copy of EXECUTE's
handler, are loaded above the core area to be occupied by
the overlay structure. Then I/O buffers are created, if
necessary, and EXECUTE is loaded above them. Finally,
Foreground free core, the software protect bound, and the
hardware protect bound are established.



Memory Map M

.SCOM ———> 16K[

&———System Loader
Core occupied by /////
Overlay structur

&——1ILoader's symbol table

.SCOM + 3 \\F\\ \Sz\ <«——Free core

.SCOM + 2 > < EXECUTE

.Scom + 32 >/ // ~ ————Hardware protect bound
.SCOM + 31 >

.SCOM + 25

' 4

Background I/O handlers

8K and I/O buffers

:::::;Unused core
XCKCXSX?K;g\\\\{foftware Protect Bound

Foreground job

«— Resident Monitor

EXECUTE in the Background:

The System Loader loads EXECUTE's I/O handler (if not in
core) in order to read the XCT file. The core limits of
the overlay structure and the I/O requests in the .IODEV
bit map are read from the XCT file. The user's I/0
handlers and I/O buffers are then loaded above EXECUTE's
handler, and the hardware protect bound is established
above them. EXECUTE is loaded above the bound and Back-
ground free core is set up from the top of EXECUTE to the
bottom of the overlay area.






SECTION 5

EXAMPLES OF BACKGROUND/FOREGROUND OPERATIONS

5.1 INTRODUCTION

The initial system startup procedure and three examples of operating within the
Background/Foreground environment are described in this Section. The procedure
and examples are intended to get the programmer "on the air" and to demonstrate

loading programs in the Foreground.

5.2 STARTUP PROCEDURES

During initial system startup, the user normally loads the master system supplied
(on DECtape) and utilizing system program BFSGEN generates a "working system".
The user may run using the master system, but it is usually more desirable to
generate a working system which is optimized to meet the user's needs and

particular equipment configuration.

5.2.1 Loading Master B/F Monitor System

The master system for both the DECtape and DECdisk B/F systems is supplied on
DECtape. To load the master system into a PDP-15/30 (DECtape system) :

1. Mount the master DECtape onto a transport (TU-55 or -56) and set
its unit number to that of the system device; that is, @ on a
TU-56, 8 on a TU-55.

2. Load the paper tape Bootstrap; B/F V3A uses the multi-core bootstrap.
3. Set the console address switches as follows:

If you have a - Set Switches to -
16K system 37637
24K system 57637
32K system 77637

4. Check to ensure that the MEMORY PROTECT/RELOCATE switch is in the
PROTECT position. This switch is located at the rear of the
memory protect cabinet. P-mode and R-mode indicator lights are
mounted on a panel located at the top front of the cabinet. T.c

PDP-9 does not have a MEMORY PROTECT/RELOCATE switch. A PDP-9 equip-

ped with the memory protect feature will always be in the protect
position.

5. Press and release, in sequence, the console STOP, RESET, and READIN
switches.



When loaded, the Monitor identifies itself and indicates its readiness by out-

putting the following message on the Foreground control Teletype (normally unit 1):

FKM15 V3A
$

To load the master system into a PDP-15/40 DECdisk system:

1. Mount the master disk system DECtape onto a transport and set its
unit number to that of the system device; that is, @ on a TU-56;
8 on a TU-55.

2. Load the RFSAV paper tape (supplied with the system) into the paper
tape reader.

3. Set the console address switches to 17724.

4. Set the DECdisk WRITE LOCKOUT switches for disk unit # to the WRITE
ENABLE position.

5. Press and release, in sequence, the console STOP, RESET, and READIN
switches. When loaded, the RFSAV program outputs the following

message:

RFSAV V2A

SET: ACS@g= @ DECTAPE TO DISK (LOAD)
ACS@= 1 DISK TO DECTAPE (SAVE)
ACS15-17= UNIT#¢4,1,2,3,4,5,6,7

6. Set all console AC switches to the @ position.

7. Press and release the console CONTINUE switch. This action causes
the disk system contained by the DECtape on unit @ to be copied onto
disk unit g.

8. Set the DECdisk WRITE LOCKOUT switches to the WRITE DISABLE position.

9. Load the disk multicore bootstrap, RF15BT, into the paper tape reader.

10. Set the console address switches as follows:

If you Have a - Set Switches to -
16K system 37637
24K system 57637
32K system 77637



11. Press and release, in sequence, the console STOP, RESET, and READIN
switches. When loaded, the Monitor identifies itself and
indicates its readiness by outputting the following message on the
Foreground control Teletype:

FKM15 V3A
$

5.2.2 System Generation

A step-by-step procedure for the generation of a working system from a master
system is given in Section 8 of this manual.

5.3 EXAMPLES

Three example procedures are described in paragraphs 5.3.1, 5.3.2, and 5.3.3.
These procedures are used to demonstrate the loading of IDLE, single-user FOCAL,
and two-user FOCAL in the Foreground.

The following conventions are used for the examples given:

1. All user inputs are underlined.

2. Readiness to accept commands is indicated by the symbol $§ for the Monitor
and the symbols > and * for system programs.

3. The entry of an ALTMODE character is indicated by the symbol ®.

5.3.1 IDLE Loaded as the Foreground Job

An Idle job is loaded in the Foreground to allow immediate use of the Background.
Refer to section 6.4 for a discussion of the .IDLE system macro.

FKM15 V3A

$A DTAf -4 (DECtape) /The program "IDLE" is on unit
°" $A DKA -4 (DECdisk) /§ of the system device.

$GLOAD

FGLOAD V2A /The Loader is in core.

>IDLE (§) /Load "IDLE BIN".

When IDLE is loaded, no indication is given on the Foreground control Teletype.
Control passes to the Background and the Non-resident Monitor is then loaded into
core. The Monitor identifies itself on the Background control Teletype as:

BKM15 v3a /The Monitor is now ready to
$ /accept Background commands.
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5.3.2 Single-user FOCAL Loaded (Foreground)

The following illustrates a step-by-step procedure to load single-user FOCAL in

the Foreground:

FKM15 Vv3A
or SADTg -4 (DECtape) /FOCAL is on unit ¢ of
SA DKF -4 (DECdisk) /the system device.

A DT ' 5 /Library input-output to FOCAL.
$A DT3 7,1p /User's data input-output.
SFCORE 1490 /Free core for FOCAL buffer.
SGLOAD /Call loader to LOAD-and-Go.

FGLOAD V2
>FOCAL gg?
FOC

*

/Loader is in core.

/Load FOCAL.

/FOCAL is in core and is ready to
/accept commands.

/User can begin to run FOCAL commands.

5.3.3 Two-user FOCAL Loaded (Foreground)

FKM15 v3a

or $A DTP -4 (DECtape) /FOCAL is on unit @ of
SA DKJ -4 (DECdisk) /the system device.
SA TT1I 1 /Teletype for User #1.
SA DT1 2 /Library input-output for User #1.
A TT /Teletype for User #2.
SA DT2 4 /Library input-output for User #2.
SFCORE 3990 /Assign 14g@ (octal) locations
SGLOAD /for each user.

/Call Loader to LOAD-and-Go.

FGLOAD V2A - /Loader is in core.
>+«FOCAL?2 /Load two-user FOCAL'
FOCAL VOA /FOCAL is in core and will identify
* /itself on each user's Teletype.

/User can begin to run FOCAL programs.

NOTE

Two-user FOCAL is not available on
the bank mode B/F V3B system.



SECTION 6

BACKGROUND/FOREGROUND MONITOR COMMANDS (SYSTEM MACROS)

6.1 INTRODUCTION

The system MACROS unique to the Background/Foreground Monitor are listed and
described briefly in Table 6-1. The Monitor Macros listed below are available
in addition to those provided in the PDP-15/2¢ Monitor System for use in
programs that are to be run in the Background/Foreground environment. Detailed

descriptions of the macros are given in the remainder of this Section.

The .INIT macro has been altered for Background/Foreground to handle the CTRL P
restart address in a manner different from the Advanced Monitor. Refer to

Section 3 for an explanation.

TABLE 6-1
Background/Foreground System Macros

Name Purpose

.REALR Real-time transfer of data from I/0 device to line
buffer (real-time READ).

.REALW Real-time transfer of data from line buffer to I/0
device (real-time WRITE).

.IDLE Allows Foreground job to indicate that control can

be given to lower levels of the Foreground job or to
the Background job until completion of any Foreground
real-time transfer or clock interval.

.IDLEC Allows Foreground Mainstream to give control to
Background job with Foreground continuing after the
-IDLEC on completion of any Foreground real-time
transfer or clock interval.

.TIMER Calls and uses real-time clock and allows priority
level to be established.
.RLXIT Accomplishes the exit from all real-time subroutines

that were entered via .REALR, -REALW, .TIMER, or
real-time CTRL Pl!requests.

6.2 L.REALR

FORM: .REALR A, M, L, W, ADDR, P
VARIABLES: A = .DAT slot number (octal radix)

IOPS binary

Image binary

IOPS ASCII

Image Alphanumeric
Dump Mode

L = 15-bit buffer address (octal radix)

M?= Data Mode

WS
L L I

'see Section 3.7.
’Data modes 5, 6, and 7 are passed to all I/O handlers.
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W = Line buffer word count (decimal radix),
including the two-word header

ADDR!

15-bit address of closed subroutine that
is given control when the request made by
the .REALR is completed.

P = API priority level at which to go to ADDR

P Priority Level
'] Mainstream
4 Level of .REALR
5 API software level 5
6 API software level 6
7 API software level 7
EXPANSION: LOC CAL+18080+Mc_o+Ry_,
LoC+1 1g¢
LOC+2 L
.DEC /Decimal Radix
LOC+3 -W
.OCT /Octal Radix

LOC+4  ADDR+Py ,

DESCRIPTION: The .REALR command is used to transfer the next
line of data from the device assigned to .DAT slot A to the line
buffer in the user's program. In this operation, M defines the
mode of the data to be transferred, L is the address of the line
buffer (including the two-word header), and ADDR is the address
of a closed subroutine which should be constructed as shown in
the following example.

EXAMPLE 1: STRUCTURE OF A REAL-TIME SUBROUTINE

ADDR 2 /Entry point

DAC SAVEAC /SAVE AC and all other
. /live registers used.
/Any system Macro may be

. /issued at this point.

LAC SAVEAC /Restore AC and all other
/registers saved.

.RLXIT ADDR /Return to interrupted

/point via Monitor CAL.

6.3 .REALW

FORM: .REALW A, M, L, W, ADDR, P
VARIABLES: A = .DAT slot number (octal radix)

!The subroutine specified by a .REALR, .REALW, .TIMER, or real-time CTRL P
should not be used at more than one priority level. The subroutine is
entered via a JMS and normally cannot be protected against re-entry.



IOPS binary
Image binary

g -

M'= Data Mode 2 = IOPS ASCII
3 = Image Alphanumeric
4 = Dump Mode

L = 15-bit Line buffer address (octal radix).

W = Line buffer word count (decimal radix),
including the two-word header

>

g

o

o
N

I

15-bit address of closed subroutine that is
given control when the request made by the
.REALW is completed.

P = API priority level at which to go to ADDR

P Priority Level
2 Mainstream
4 Level of .REALW
5 API software level 5
6 API software level 6
7 API software level 7
EXPANSION: LOC CAL+lﬂﬂﬁﬂ+M6_8+A9_l7
LOoC+1 11
LOC+2 L
.DEC /Decimal Radix
LOC+3 -W
.OCT /Octal Radix

LOC+4 ADDR+Py ,

DESCRIPTION: The .REALW command is used to transfer the next line
of data from the line buffer in the user's program to the device
assigned to .DAT slot A. 1In this operation, M defines the mode of
the data to be transferred, L is the address of the line buffer, W
is the count of the number of words in the line buffer (including
the two-word header), and ADDR is the address of a closed subroutine
which should be constructed as shown in EXAMPLE 1 above.

6.4 .IDLE
FORM: .IDLE
EXPANSION: LOC CAL

LOC+1 17

DESCRIPTION: The Foreground job in a Background/Foreground environ-
ment can indicate that it wishes to relinquish control to lower levels
of the Foreground job or to the Background job by executing this
command. This is useful when the Foreground job is waiting for the
completion of real-time I/O from any one of a number of I/O requests
that it has initiated or for completion of .TIMER requests.

The .IDLE is the logical end of the current level's processing;

!Data modes 5, 6, and 7 are passed to all I/O handlers.

2The subroutine specified by a .REALR, .REALW, .TIMER, or real-time CTRL P
should not be used at more than one priority level. The subroutine is
entered via a JMS and normally cannot be protected against re-entry.



that is, control never returns to LOC+2. If the .IDLE is issued at
a Foreground API software level, it effects a debreak (DBR) from
that level so that pending real-time routines at that level will not
be executed until the level is requested again. If the .IDLE is
issued at Foreground Mainstream, control goes to the Background job.
If the .IDLE is issued at Background Mainstream, control is returned
to the .IDLE CAL.

6.5 L.IDLEC

FORM: .IDLEC
EXPANSION: LOC CAL+109¢9
LOC+1 17

DESCRIPTION: .IDLEC is identical to .IDLE except when issued at

the Foreground Mainstream level. 1In this case, control goes to the
Background job, and LOC+2 is saved as the Foreground Mainstream
return pointer. The next time control returns to Foreground (at

any priority level), Foreground Mainstream processing will resume at
LOC+2 when Mainstream becomes the highest active Foreground level.

6.6 .TIMER

FORM: .TIMER N, ADDR, P
VARIABLES : N!'= Number of clock increments (decimal radix)

ADDR?= 15-bit address of closed real-time subroutine
to handle interrupt at end of interval

P = API priority level at which to go to ADDR
P Priority Level
2 Mainstream
4 Level of .TIMER
5 API software level 5
6 API software level 6
7 API software level 7
EXPANSION: LOC CAL?
LOC+1 14
LOC+2 ADDR+Py_,
.DEC /Decimal Radix
LOC+3 -N
DESCRIPTION: .TIMER is used to set the real-time clock to N increments

and to start it. Each clock increment represents 1/60 second for 60

Hz systems and 1/50 second for 50 Hz systems. When the Monitor services
the clock interrupt, it passes control to location ADDR+1 with the
priority level set to P. The coding at ADDR should be in closed sub-
routine form, as in EXAMPLE 1.

'To transfer control to subroutine ADDR at priority level P immediately, N
should be set equal to zero.

’The subroutine specified should not be used at more than one priority level.
The subroutine is entered via a JMS and normally cannot be protected against
re-entry.

’When bit 8 of CAL is set to 1, an abort .TIMER is effected. All intervals
having the same address and priority level (LOC+2) will be aborted.
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6.7 .RLXIT

FORM: -RLXIT ADDR

VARIABLES : ADDR = 12-bit! entry point address of the
real-time subroutine from which an exit
is to be made.

EXPANSION: LoC CAL ADDR
LOC+1 29

DESCRIPTION: .RLXIT is used to exit from all real-time subroutines
that were entered via .REALR, .REALW, .TIMER, or real-time CTRL P
requests. The instruction just preceding the .RLXIT call should
restore the AC with the value of the AC on entrance to this sub-
routine. .RLXIT will restore the link from bit @ and page/bank mode
from bit 1 of the contents of ADDR.

-RLXIT protects against re-entrance to Background or Foreground Main-
stream real-time subroutines. When the contents of ADDR is non-zero,
the subroutine is assumed active; .RLXIT sets the contents of ADDR

to @, thus making it available again. Note: Real-time subroutines
should initially have their entry point register set to g; and
restart procedures, entered via CTRL P or after CTRL T, should reset
all entry points to §.

6.8 MAINSTREAM REAL-TIME SUBROUTINES

Mainstream real-time subroutines in the Foreground are not equivalent to those
in the Background due to the manner in which I/0 busy situations are handled.
If the Background becomes I/0 busy, the Monitor "sits on" the Background CAL
instruction (while Background is in control) until it can be processed.
Therefore, Background Mainstream real-time routines can be executed despite

the fact that Background Mainstream is I/0 busy. 1If Foreground Mainstream is
I/0 busy, Foreground Mainstream real-time routines cannot be executed until the
busy situation is terminated. This is due to the fact that control is given to
the Background whenever Foreground Mainstream becomes I/0 busy. The device
handler responsible for the busy situation is remembered in the Foreground Main-
stream busy flag. Mainstream real-time routines cannot then be run because
they too could become busy.

This situation can be avoided either by using .REALR or .REALW in conjunction
with .IDLE or .IDLEC, or by using .WAITR to prevent Foreground Mainstream from

becoming I/0 bound.

6.9 API SOFTWARE LEVELS -- PROGRAMMING NOTE

On configurations that have API, elements of the Foreground job may run at four

!The Resident Monitor, which operates in bank addressing mode, uses .RLXIT
with a 13-bit entry point address. In the bank mode system, all addresses
have 13-bit values.



priority levels (levels 5, 6, and 7 of the API and Mainstream]. It is important
to understand that as Foreground becomes I/O busy at a given level, the Monitor
drops to the Foreground's next highest active level.

The lower level may be dependent upon the completion of the I/O that caused the
higher level to become busy. The following coding method is incorrect because

the lower level will receive control as a result of the I/O not being done.

Level 5 Subroutine

.READ n,2,BUFFER,52
.WAIT n

When the Monitor processes the .READ and encounters the unsatisfied .WAIT, it
recognizes this as an I/O busy situation on level 5 and drops control to the

next lower active level. Suppose at level 7 there is a user subroutine dependent
upon the contents of BUFFER.

Level 7 Subroutine

.WRITE x,2,BUFFER,52

In the above case, the .WRITE will be executed independent of whether the level
5 I/0 call to fill BUFFER has been completed.

Two proper coding methods would be:

(1) to perform the .WRITE within the level 5 subroutine after
the .WAIT n;

(2) to use a .REALR at level 5 which would specify the level 7
subroutine to be called upon completion of the .REALR.
This would eliminate the need for .WAIT n in the level 5
subroutine.



SECTION 7

WRITING DEVICE HANDLERS FOR THE PDP-15
BACKGROUND/FOREGROUND MONITOR SYSTEM

WARNING:

I/0 device handlers and service routines
written according to this section will
operate on a PDP-15 in page mode or, with
the modifications noted, on a PDP-9 or
PDP-15 in bank mode. For further infor-
mation, read section 7.13.

7.1 INTRODUCTION

The reader is assumed to be acquainted with the concept of an I/0 device handler
from experience using the Keyboard Monitor system. I/0 handlers are a con-
venience because they interface to user programs by accepting 'a small set of
standard commands (Monitor calls), e.g., .READ and .WRITE. Within reason,
programs can be written to function without regard to specific I/0O devices.

They refer to logical devices (.DAT slots) and the assignment of real devices

is made at program load time. Device handlers, because they interface with the
Monitor, must conform to certain established conventions (which differ from
those in the Keyboard Monitor environment) and are more difficult to write and

to understand than stand-alone I/0 service routines.

An I/0 service routine!, unlike a device handler, is coded into the user program
or is loaded as a user subprogram. It interfaces directly with the user program
and does not use system macros (.READ, etc.), does not use .DAT slots, and is
not loaded from the system's I/O library. Such a routine cannot normally?
operate in the Background because it employs IOT instructions.

7.2 I/0 SERVICE ROUTINE

The coding of an I/0 service routine is most easily explained by example. Ceon-
sider a device which consists of two pushbuttons. Each sets a hardware flag
which can be tested by skip IOT, and either flag being set requests a hardware
interrupt. The device has the following IOT instructions:

'The term I/0 service routine is used in this section to distinguish a simple,
direct interface user I/0 routine from a standard, full-blown I/0O device handler.

2Refer to the MPOFF command in Section 2.5.12.




PBSF1 /Skip if button 1 flag is set.

PBCF1 /Clear button 1 flag.
PBSF2 /Skip if button 2 flag is set.
PBCF2 /Clear Button 2 flag.

If the device were connected to the API assume that it would interrupt at API
level 3 and via API channel 2@ (Register 6@). If the device were connected to
the PIC it would interrupt at API level 3%and via Register @ (as all PI devices
do) .

At system generation time one would have to add this as a new device to the
system. The following illustrates the conversation with the System Generator
(read Section 8):
API CAGSE:
MORE I/0? Y

DEVICE NAME > PBJ
NUMBER OF INTERRUPTS SETUP > 1J

API ? Y
SKIP IOT > 786601)
API CHNL > 2

PI CASE:

MORE I1/0 ? Y

DEVICE NAME > PBJ

NUMBER OF INTERRUPTS SETUP > 2)
API ? N
SKIP I0T >
MNEMONIC >
SKIP IOT >
MNEMONIC >

In the API case, note that both device flags interrupt via the same API channel;

hence, only one .SETUP call is needed.

Since PB is added as a new device, the System Generator assumes the existence
of a "PBA" handler. To be safe, change the handler to "PBW" so that this non-
existent handler is not inadvertently assigned to some .DAT slot.

.TITLE FOREGROUND JOB

/THE PUSHBUTTON SERVICE ROUTINE COULD BE A SEPARATELY LOADED SUBPROGRAM;
/HOWEVER, HERE IT IS SHOWN AS IN-LINE CODE WITHIN A LARGER PROGRAM.
/IN THE NORMAL MODE OF SYSTEM OPERATION THIS CODE IS ILLEGAL IN THE
/BACKGROUND BECAUSE IT USES IOT INSTRUCTIONS?®. SINCE THE MONITOR HAS NO

True only of the PDP-15.
2 See Section 2.5.12.



/CONNECTION TO THIS SERVICE ROUTINE, THERE IS NO WAY TO GUARANTEE THAT THIS
/DEVICE HAS STOPPED I/0 BEFORE RELOADING THE MONITOR!, E.G., FOLLOWING CTRL C.

BEGIN . /THIS IS MAIN PROGRAM CODE AND
. /NEED HAVE NOTHING TO DO WITH
. /THE "PB" SERVICE ROUTINE.

/"PB" (PUSHBUTTON) SERVICE ROUTINE. THE FOLLOWING IS ONCE-ONLY
/INITIALIZATION CODE. THESE LOCATIONS MAY BE USED LATER ON FOR TEMPORARY
/STORAGE (AS SHOWN).

ACH LAC* (.SCOM+55 /ADDRESS OF THE MONITOR'S
.SETUP DAC . SETUP /.SETUP ROUTINE.
TEMP1 LAC* (.SCOM+51 /ADDRESS OF THE MONITOR'S
REALTP DAC REALTP /REALTP ROUTINE.

/RAISE TO API LEVEL 4 FROM THE MAINSTREAM LEVEL. THE MONITOR'S .SETUP
/ROUTINE IS. CALLED FROM THE CAL LEVEL AND IS NOT REENTRANT CODE.

ACl LAC (490019
AC2 ISA

/CALL THE MONITOR'S .SETUP ROUTINE TO LINK HARDWARE INTERRUPTS FROM
/THE DEVICE TO THE SERVICE ROUTINE NOW THAT IT IS IN COREZ. AT SYSTEM
/GENERATION TIME, IT IS ASSUMED, BFSGEN RESERVED API CHANNEL 28

/ (REGISTER 6¢) FOR THIS DEVICE BY PLACING THERE A "JMS* (ERROR"
/INSTRUCTION AND ASSOCIATING IT WITH THE SKIP IOT "PBSF1". THE .SETUP
/ROUTINE WILL CHANGE THE INSTRUCTION TO "JMS* (PBINT".

JMS* .SETUP /CALL .SETUP WITH 2 ARGUMENTS:
PBSF1 /THE SKIP IOT AND THE ADDRESS
PBINT /OF THE INTERRUPT SERVICE ROUTINE.

/IF THIS DEVICE IS ON PI, A SECOND .SETUP CALL IS NECESSARY BECAUSE
/THERE WILL BE TWO SKIP IOT'S IN THE SKIP CHAIN. FOR PI DEVICES,
/THE ENTRY INSTRUCTIONS ARE "JMP* (PBINT".

JMS* .SETUP /CALL .SETUP WITH 2 ARGUMENTS:
PBSF2 /SKIP IOT AND THE ADDRESS
PBINT /OF THE INTERRUPT SERVICE ROUTINE.

/DEBREAK FROM LEVEL 4 BACK TO MAINSTREAM.
DBK
/END OF ONCE-ONLY CODE.

/MAIN PROGRAM PROCESSING MAY NOW CONTINUE UNTIL IT IS INTERRUPTED BY ONE
/OF THE PUSHBUTTON FLAGS.

.
.
-

/THE FOLLOWING IS THE INTERRUPT SERVICE ROUTINE FOR THE PUSHBUTTONS. IT
/IS ENTERED AT API LEVEL 3.

/IN THE CASE WHERE THIS DEVICE IS ON API, THIS ROUTINE IS ENTERED VIA A
/JMS INSTRUCTION. THE STATE OF THE PROGRAM INTERRUPT CONTROL (ION OR IOF)
/WILL NOT BE ALTERED.

!See Section 7.8.
2’See Section 8.3.4, Note 3.



PBINT '] /LINK + PAGE/BANK + MEM.PROT. + PC.
DBA! /ENTER PAGE MODE.
DAC ACH /SAVE THE ACCUMULATOR.

/IF, INSTEAD, THE DEVICE IS CONNECTED TO THE PIC, THE ROUTINE IS ENTERED
/BY A JMP INSTRUCTION AND THE FOLLOWING CODE SHOULD BE SUBSTITUTED FOR
/THE ABOVE. THE PIC IS OFF (IOF).

PBINT DBA /ENTER PAGE MODE.
DAC ACg /SAVE THE ACCUMULATOR.
LAC* (g /SAVE THE INTERRUPT POINT:
DAC PC /LINK + PAGE/BANK + MEM.PROT. + PC.
DZM* (g /NECESSARY ON THE PDP-9; GOOD
ION? /PRACTICE ON THE PDP-15.

/FROM HERE ON, THE CODE IS COMMON TO BOTH API AND PIC DEVICES.

PBSF1 /SKIP IF BUTTON 1 FLAG SET.
JMP PB2 /NO. MUST BE BUTTON 2.
PBCF1 /CLEAR BUTTON 1 FLAG.

/BUTTON 1 IS INTERPRETED TO MEAN: REQUEST REAL-TIME SUBROUTINE "SUBR1"
/AT API SOFTWARE PRIORITY LEVEL 5.

LAC (SUBR1+509900
JMP RUN.IT

/BUTTON 2 MEANS: REQUEST "SUBR2" AT API LEVEL 6.

PB2 PBCF2 /CLEAR BUTTON 2 FLAG.
LAC (SUBR2+6g2008

/CALL THE MONITOR'S REALTP SUBROUTINE TO PLACE THE REAL-TIME REQUEST IN
/THE API QUEUE. AS SOON AS THE API LEVEL AT WHICH THE SUBROUTINE IS TO RUN
/BECOMES THE HIGHEST ACTIVE LEVEL, THAT SUBROUTINE WILL BE CALLED.

RUN.IT DAC TEMP1 .
LAC* (.SCOM+1@2 /RAISE TO API LEVEL @ OR LEVEL 1.
ISA
LAC TEMP1 /SUBR+API LEVEL CODE.
JMS* REALTP"
DBK /TO LEVEL 3.

/NOW THAT THE PUSHBUTTON HAS BEEN SERVICED AND A SPECIFIC ACTIVITY

/ (SUBRL OR SUBR2) HAS BEEN SCHEDULED, EXIT FROM THE HARDWARE LEVEL TO

/THE API LEVEL 4 INTERRUPT HANDLER IN THE MONITOR. LEVEL 4 IS THE SYSTEM
/DISPATCHER WHICH DECIDES WHAT IS TO BE RUN NEXT BASED UPON CONDITIONS SET
/BY HARDWARE INTERRUPT ROUTINES.

" Omit DBA iInstructions in background /foreground bank mode.

The ION instruction may precede the clearing of the device flags on the
PDP-15 so long as operation continues at API level 3. On a PDP-9, however,
the ION must come after the flags have been cleared; otherwise, an immediate

interrupt would occur, unless the ION was executed after a raise to API level 3

’Refer to section 7.4 which explains why .SCOM+1@2 is used to protect common
Monitor routines from reentrancy.

“If the highest Monitor API level is defined to be level one, according to
the contents of .SCOM+1@2, then REALTP must not be called at API level zero.
This statement holds true for all Monitor routines called at the highest
Monitor level.



LAC (494909 /REQUEST AN API INTERRUPT

ISA /AT SOFTWARE LEVEL 4.
LAC ACg /RESTORE THE ACCUMULATOR.
DBR /DEBREAK AND RESTORE FROM LEVEL 3.

/IF THE DEVICE IS ON API, THE INTERRUPTED PC IS STORED IN "PBINT".

JMP * PBINT

/IF THE DEVICE IS ON THE PIC, THE INTERRUPTED PC IS STORED IN "PC".
JMP * PC

/WHICHEVER JMP* IS USED, IT MUST IMMEDIATELY FOLLOW THE DBR. ONCE THE
/DBR HAS BEEN EXECUTED, THERE MUST BE NO POSSIBILITY OF INTERRUPTING BEFORE
/THE JMP* IS DONE. ALL DECISION MAKING MUST THEREFORE PRECEDE THE DBR.

/END OF PUSHBUTTON SERVICE ROUTINE.

/API LEVEL 5 REAL-TIME SUBROUTINE -- DOES SOMETHING AS A RESULT OF BUTTON 1
/HAVING BEEN PRESSED.

SUBR1 2
DAC ACl
LAC ACl
- RLXIT SUBR1

/API LEVEL 6 REAL-TIME SUBROUTINE -- DOES SOMETHING AS A RESULT OF
/BUTTON 2 HAVING BEEN PRESSED.

SUBR2 i}
DAC AC2
LAC AC2
.RLXIT SUBR2

This is a very simple I/0 service routine. It does not perform data manipula-

tion and does not issue any IOT's that could cause further interrupts.

7.3 1/0 DEVICE HANDLER

A device handler written to operate in the Background/Foreground Monitor

environment must conform to the rules outlined in the remainder of this



section. Handl .: differ from I/O service routines in the following ways:

1. They ii.citace to user programs via Monitor calls, e.g., .READ.

2. Because they are referenced by .DAT slot number, they can be
used bv device independent programs.

3. Except for TTA. and the resident system device handler, all
handlers are part of the system's I/0 library.

4. Handlers can be used by the Background job when there is no
conflict with Foreground needs.

5. I/0 handlers all have STOPIO routines which allow the Monitor
to shut down I/O in an orderly fashion. This is absolutely
necessary when a handler is to be used by the Background .job.

7.3.1 Types of Device Handlers

There are three types of I/0 device handlers that can operate within the
Background/Foreground Monitor System:

1. Single user -- This handler can be used by either the Foreground
job or the Background job but not both during the same core load;
that is, it is dedicated to one job and the Monitor System will
not permit the other job to be connected to it.

2. Sequential Multi-user -- This handler can be connected to both
the Foreground and the Background job and both can utilize
it on a sequential first-come-first-served basis.

3. Multi-user -- This handler can be connected to both the Foreground
and the Background jobs with the Foreground job having priority
on usag~. If the Background job is using the handler and Fore-
ground requires it, the Background I/O will be deferred until
the Foreground I/0 has been completed.

This section is primarily devoted to describing the development of single-user
handlers. Thereafter, the transition to a sequential multi-user handler is

described.

I/0 handler type 3 (Multi-user) is not described because it is unlikely that
a customer will need to write one and because the description would overly
complicate this section of the manual. Should the need to write such a
handler arise, it is recommended that a listing be obtained of the Multi-user
DECtape (DTA.) or Disk (DKA.) handler to be used as a guide.

All device handlers, except for TTA. and the resident system device handler,
are loaded to run in page mode and therefore may use indexed instructions.
Where they do so, however, they must save and restore the Index Register (and
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Limit Register, if used). All device handlers in the bank mode system run only

in bank mode/ nc indexed instructions are allowed in the bank mode system.

7.3.2 General Structure of Device Handlers

User program commands to device handlers are initiated by CAL instructions,
which trap to absolute location 2§ octal in the Monitor. The CAL handler in
the Monitor, operating at API level 4, transfers control to the CAL processing
section of the device handler at level 4.

All devices which perform I/O should be interrupt driven!, i.e., should rely

on a hardware interrupt condition to signal I/0 completion. Without an interrupt,
the device would have to be polled after elapsed clock intervals (which is pos-
sible for slow devices) or tested continuously (which defeats the purpose of a
real-time system). Handlers which perform I/O will, in general, have an
interrupt service routine which operates at the API level of the hardware.

For some devices, all I/O must be solicited. For example, no interrupt from the
papertape punch can occur until the handler, PPA., has initiated I/O as a result
of some Monitor call. This fact allows the CAL and interrupt portions of PPA.
to share common storage registers and common code.

Some devices, such as Teletype, generate unsolicited interrupts which can occur
while the Teletype handler is processing a CAL command. Therefore, the CAL and
interrupt portions of TTA. cannot use common code and common registers except
where the CAL code raises to API level 3 (the hardware level for Teletypes) to
prevent Teletype interrupts.

Besides CAL and interrupt processors, a handler must have subroutines for stop-
ping I/0. The STOPIO code is called at Mainstream (all API levels inactive) but

is guaranteed not to be called while CAL processing is in progress.

7.4 REENTRANCY PROTECTION

There are common routines in the Monitor which are called by all device handlers.
Since these routines cannot be reentered?, all calling programs must raise to

the highest commonly used API level in order to avoid being interrupted. Normally,
API level # is the highest commonly used level; and the instructions to raise to
level @ would be:

LAC (4992090
ISA

! The core-to-core handler, COA., is an example of a handler which is not interrupt
driven; and therefore all its processing is done at the CAL level (API level 4).

Interrupted, entered at a higher API level, and then resumed at the lower level.
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However, some Monitor routines which operate at this highest commonly used level
may take nearly 2@f microseconds to complete. Some devices may require faster
service than this allows; hence, it is desirable to reserve API level @ for

them. The highest commonly used Monitor level would be defined to be API level
1, and devices on level # would only have to compete with one another. They
could not, however, use common Monitor routines!due to the problem of reentrancy.

Such routines would best be I/0 service routines rather than I/0 device handlers.

The highest commonly used API level (f or 1) is established during system gen-
eration and the value 4@@2¢g@ (for level @) or 4@@1@P (for level 1) is placed
in .SCOM+1@2. The instructions that must be executed to protect against

reentrancy are:

LAC* (.SCOM+1@2
ISA

For devices which operate at the highest commonly used API level, a raise has

no effect. Therefore, a check for this case must be made so that the corres-
ponding debreak (DBK) instruction is not executed. Where a DBR (debreak and
restore) instruction would have been used, an RES (restore) should be executed
instead. The PDP-9 does not have an RES instruction as does the PDP-15; however,

there has never yet been a need for a user to replace a DBR with an RES.
As a side issue to reentrancy protection, the reader is cautioned not to share
subroutines within a handler at the CAL and interrupt levels unless CAL's and

interrupts cannot coincide.

7.5 DEVICE HANDLER'S CAL PROCESSOR

7.5.1 Arguments of the CAL

The first 37 (octal) words of an I/0 handler must have the format described in
the following pages. The CAL handler in the Monitor has been implemented to do
as much of the function processing as possible. 1In giving control to the I/0
handler, the CAL handler will have set up registers in the I/O handler with all
pertinent information (arguments) of the CAL in the most accessible state, and
will then transfer control to the appropriate function processor via the JMP
table in the I/O handler which begins at word 208 relative to the first location
in the handler. Since CAL is not a reentrant process, CAL instructions should

not be executed while at the CAL level or at a hardware interrupt level?

!such as, REALTP and IOBUSY.

’As a special case, the Monitor allows the MAGtape handler to do so.



WORD #: JMS SWAP

The SWAP subroutine is in the device handler. The JMS instruction will be
simulated from within the Monitor so that the SWAP routine will return to the
Monitor and not to WORDl of the handler. The SWAP subroutine must execute
WORD5 which restores the state of the program interrupt! and DBK from level J/]
or 1 of the API. The presence of this routine becomes functionally necessary
for type 3 (Multi-user) handlers to accomplish swapping from Background to
Foreground usage. The I/O device independence of the system requires that all
handlers look alike to the outside world (namely, the Monitor's CAL handler).

WORD 1: g /Foreground Busy Register?
WORD 2: '] /Background Busy Register?

For both busy registers:
# = Not Busy

Non-g = Busy (the CAL handler in the Monitor places
the current .DAT slot number here --
full 18 bit value if negative.)

When the Monitor's CAL handler receives an I/O call, it checks the validity of
the .DAT slot number for this job (Foreground or Background) , checking for its
existence, whether or not a device has been assigned to it, and if the appro-
priate handler was loaded.

The CAL handler then checks the appropriate busy register?® and proceeds as
follows:

1. If the flag indicates that the handler is already busy, the job
becomes I/O bound at this level. Foreground can become I/0
bound at 4 levels, which means it gives up control to lower levels
or to the Background until the I/0 operation is completed.

2. If the flag indicates not busy, it is set to busy" and the CAL
handler processes the function and passes the request on to the

device handler.

'This is a vestige from PDP-9 code.
’Must be assembled with contents = f. The Teletype handler is a special case.
*The Teletype handler is an exception.

‘Actually, there is also a test on the CLOSE flag (Word 3 or 4) which is des-
cribed on the next few pages. As a result, the function might not be passed
on to the handler.
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Note that .WAIT's and .WAITR's are c?mpletely processed by the CAL handler and
are not passed on to the I/0 handler .

If the corresponding busy register indicates busy:

l. For .WAIT in the Foreground, control is given to a lower Foreground
level or to the Background. The .WAIT command is not reexecuted;
instead, the WAIT condition is recorded for the specific Foreground
level in a .SCOM register. When the I/O completes, the device
handler will call the IOBUSY routine in the Monitor, which will clear
the WAIT condition and prepare to resume processing at that level
following the .WAIT.

2. For .WAIT in the Background, since there is no further processing
that can be done, control is returned to the .WAIT.

3. For .WAITR in either the Background or Foreground, control goes to
the address specified in LOC+2 (which must be above the hardware

memory protect bound if in the Background)?.

If the corresponding busy register indicates not busy, the WAIT condition has
been satisfied and control is returned to LOC+2 (if .WAIT) or LOC+3 (if .WAITR).

WORD 3: '] /Foreground .CLOSE register?.
WORD 4: g /Background .CLOSE register?.

For both .CLOSE registers:
# = .CLOSE or .OPER not in progress
Non-f = .CLOSE or .OPER in progress

-CLOSE and .OPER functions have a built-in WAIT condition. When the .CLOSE or
-OPER is first executed, the busy register and .CLOSE register for the appro-

priate job contain zero. The CAL handler in the Monitor sets the return PC so
that the function will be reexecuted. The busy register is set with the .DAT

slot number and the .CLOSE register is set non-g (-1).

At completion of the .CLOSE or .OPER function, the device handler must clear
only the appropriate busy register. When the function is reexecuted with the
busy register cleared but the .CLOSE register set, the contents minus 1 of the
.CLOSE register are returned in the AC to the calling program following

the .CLOSE or .OPER command and the handler's .CLOSE flag is cleared by the

;The Teletype handler is an exception.

The CAL handler validates Background arguments in Monitor calls. The test
based on the setting of the hardware memory protect bound uses the contents
of .SCOM+32, which is not set to zero by the S$MPOFF command.

SMust be assembled with contents = f.



Monitor. The handler is not entered a second time. The contents minus 1 of the
.CLOSE register are returned in the AC specifically for .OPER functions (.FSTAT,
.RENAM, .DLETE). Device handlers that utilize this capability should set the
appropriate .CLOSE register (WORD 3 if Foreground; WORD 4 if Background) as

follows:

1l = File not present

INFORMATION +1 = File is present (where INFORMATION is the
device block number, which must not = -1)

Either @ or INFORMATION is returned in the AC.

WORD 5: ION /The CAL handler will store an ION
/instruction here. This is vesti-
/gial code from the PDP-9.

WORD 6: ION! /The CAL handler will also store an
/ION here.
WORD 7:1! /Return Pointer. The CAL handler

/places the address of the Monitor's
/CALXIT routine in this register.

Words 1f through 17 are the BACKUP DATA REGISTERS. The CAL handler sets up
these registers prior to entering the device handler. For multi-user handlers,
a set of backup registers must be available to queue one Background I/0 re-
quest when the handler is processing a Foreground request. The handler's SWAP
routine is called to swap the contents of the backup registers with that of

the live registers (elsewhere in the handler). For single user handlers, the
SWAP routine does not perform a swap since the backup registers are the live

registers.

WORD 10: JMP FUNC /After checking the validity of
/function and subfunction codes, the
/CAL handler places a JMP to the
/appropriate entry in the function
/JMP table (words 2@-32) of the I/0
/handler in this register.

WORD 11: /The CAL handler sets this register
/to indicate which job executed
/this CAL:
/ /]
/ 1

Foreground
Background

WORD 12: /.DAT slot number (18-bits if
/negative). The CAL handler sets
/this register.

'If it is guaranteed that the device cannot cause an interrupt while processing
is at the CAL level, then the handler's CAL and interrupt processors can use
common exit code as described in 7.6. If so, the interrupt service routine
must store a DBR instruction in WORD6é and the interrupted PC (with Link,
Page/Bank Mode and Memory Protect bits) in WORD7.
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/Unit number for multi-unit devices
/in bits @-2 with bits 3-17 contain-
/ing the address of the CAL. The CAL
/handler sets this register.

WORD 13:

The CAL handler makes a general check for validity on:

a. File type

b. Data Mode

c. MAGtape subfunction code
d. Transfer directions

e. .OPER subfunction code
f. Addresses

g. Word counts

and will pass on what appears to be legitimate values. Each handler must then

make its own validity determination with respect to the device it controls. For
example, - the CAL handler will always accept data modes @ through 7; however,

the device handler may only accept a subset of these.

The contents of words WORD 14 through WORD 17 vary with the function being
processed. Adjacent to what will appear in each of these words are the limits

on the values that will be-accepted and passed on by the CAL handler.

WORD 14: LINIT File type g = input
1 = output
.READ Data mode # = IOPS binary
1 = Image binary
- REALR 2 = IOPS ASCII
.WRITE 3 = Image ALPHA
4 = DUMP
- REALW 5 = DUMP ALPHA
6 and 7 are undefined but are
passed on by the CAL handler.
. MTAPE MAGtape function g thru 178
. TRAN Transfer direction g thru 3
.OPER Subfunction code 1 thru 3
WORD 15: LINIT? User restart address plus code bits (g - 2)
.READ! Line buffer address
.REALR!
.WRITE!
.REALW!

!Checked for non-existent memory. If this is a Background CAL and if the Back-

ground is operating in normal protect mode ($MPON) this address is also compared
with the contents of .SCOM+31, the software boundary, to signal an error if the

address points below the bound.

’same as for footnote 1, except that the check is made on .SCOM+32, the hardware
bound, and only if the function is to be executed by the Teletype handler.
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.FSTAT! Address of the Directory entry block
.DLETE!
.RENAM!
.ENTER?
.SEEK?

.TRAN! Core starting address.

WORD 16: JINIT! Address of register which is to have standard
buffer size placed in it.

.READ? Linebuffer word count (from the CAL argument list).
.REALR?®
.TRAN®

.WRITE? Line buffer word count (from the linebuffer word
pair count, except for dump mode and mode 5 which
.REALW? use counts from the CAL argument list.

WORD 17: .FSTAT! Address of the register which will have the device
code placed in bits g - 2.

.REALR" Address to which control will be passed on completion
" of the real-time I/0 request. Bits 0 - 2 will contain
. REALW the priority code:

# = Background Mainstream
1 = Foreground Mainstream
5 = Foreground API Level 5
6 = Foreground API Level 6
7 = Foreground API Level 7

The CAL handler always changes the Background code to
# since Background cannot use the API software levels.

. TRAN The device address (block number).

Words 20 through 32 make up the Function JMP Table. Those functions which are
ignored, those which are illegal, and those which do not issue IOT's at the CAL
level must prepare to have the Foreground or Background busy flag (WORD 1 and
WORD 2, respectively) cleared during the protected exit routine. Because the CAL
handler in the Monitor has set the busy flag prior to entering the handler, the

handler must clear the busy register since no further processing will be done.

!Checked for non-existent memory. If this is a Background CAL and if the Back-
ground is operating in normal protect mode ($MPON) this address is also compared
with the contents of .SCOM+31, the software boundary, to signal an error if

the address points below the bound.

? No address check is made.

’Counts are validated for the Background job to ensure a negative value and
to ensure that the count added to the start address does not reference non-
existent memory.

“same as for footnote 1, except that the check is made on .SCOM+32, the hardware
bound.



WORD 24:
WORD 21:
WORD 22:
WORD 23:
WORD 24:
WORD 25:
WORD 26:
WORD 27:
WORD 30:
WORD 31:
WORD 32:

WORD 33:

WORD 34:

When the Foreground job terminates as a result of a terminal error,

JMP INIT
JMP OPER
JMP SEEK
JMP ENTER
JMP CLEAR
JMP CLOSE
JMP MTAPE
JMP READ!
JMP WRITE?
XX3

JMP TRAN

SUBRF

/Function
/Function
/Function
/Function
/Function
/Function
/Function
/Function
/Function
/Function
/Function

/Storage for .SCOM+35, the "in an
/interrupt service" flag -- set by

/the CAL handler. This is a vestige

/from the PDP-9.

/Address of the STOP-F

/subroutine.

a .EXIT command, the Foreground STOPIO routine in every device handler

assigned to the Foreground job is called" at the Mainstream level to effect

the controlled shutdown of the device (see 7.8).

WORD 35:

For single user device handlers (devices that cannot be shared by Foreground

SUBRF

/Address of the STOP-BACKGROUND-I/O

/subroutine.

OREGROUND-1I /0

CTRL C,

or

and Background), the same subroutine can be used for Foreground and Background

STOPIO (as noted above).

WORD 36:

/Handler I.D. code (normally ).

This word has other values (non-f) for devices that require special considera-

tion from the CAL handler.
into a busy handler unless the I.D.
slot on which the handler is busy.

7.5.2 .SETUP

code is -1 and the

.INIT is to the same

If a device generates hardware interrupts they must be routed to the proper

interrupt service routines.

interrupts are routed to an error processor which treats the interrupts as

illegal.

'Includes .REALR.
2Includes .REALW.

.WAIT and .WAITR never get to the handler; they are processed by the Monitor's
Word 31 can be used for data storage.

CAL handler.

“The call is made only if the handler's Foreground busy register is set.
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When a handler has been loaded in core it must call the Monitor's .SETUP routine
@t the CAL level, API level 4) to connect the interrupt line(s) to the handler's
interrupt service routine(s). As a rule, this is executed as once-only code the
first time a .INIT call is processed. To ensure that .SETUP has been done for a
device which has IOT's that can cause interrupts, all CAL functions that could

perform such IOT's must test that a .INIT was performed at least once. If .INIT

was not performed, the offending job should be terminated with an .ERR @68 (.INIT
not executed).

The .SETUP routine is typically called only once for API devices; but, for de-
vices on the Program Interrupt Control, one call per IOT in the Monitor's skip
chain is required. Read section 8.3.4, Note 3, for a clearer explanation.

Calling sequence:

LAC* (.SCOM+55 /Get address of .SETUP

DAC TEMP

JMS* TEMP /Call .SETUP

SKPIOT /Argument 1: IOT skip

INTSVC /Argument 2: Address of the
(return here) /interrupt service subroutine

7.5.3 1Initiating I/0

For interrupt driven devices it is imperative that all IOT's that initiate
hardware operations be executed during the protected exit from the handler
to ensure that the exit takes place prior to the completion of the hardware

operation (which could cause re-entry to the handler at the interrupt level).

CAL function requests that require more than one hardware operation should
cause the 2nd through Nth operations to be initiated at the intertupt level
during protected exit. A handler should not cause an implicit .WAIT for the
duration of the function processing because this prevents optimum usage of the
central processor time. The .CLOSE and .OPER functions are exceptions and the
implied .WAIT in those functions is handled automatically by the CAL handler.

7.6 DEVICE HANDLER'S INTERRUPT PROCESSOR

The following steps detail the logic necessary for interrupt processing in a
single-user handler. References to a common exit routine for both CAL's and

interrupts presupposes that interrupts for the device cannot occur while CAL's
are being processed.

Both page mode and bank mode systems now require API hardware, consequently tne

interrupt servige routine can rely on its existence.



1. 1If this ic zan API interrupt, the PC, Link (bit @), Page/Bank (bit 1),
and Memory Protect (bit 2) are stored at the entry point to this routine.
If this is a PIC interrupt, the PC et al. are stored in location zero
in memory. This routine is entered at the API level of the device

(level 3 with PIC off if a PIC interrupt),with memory protect disabled.

2. DBA -- Disable Bank (Enter Page) Address Mode.

3. Save the AC -- to be restored on exit from interrupt service. Also,

save hardware registers such as XR, LR, if they are to be used herein.

4. Save the PC, Link, Page/Bank Mode, and Memory Protect in WORD 7 of the
handler. WORD 7 is so used if the CAL and interrupt code can use common

exit logic.

5. Store a DBR instruction in WORD 6 of the handler. This is done only
if the CAL and interrupt code can use common exit logic.

6. Turn off (<lear) the device's hardware flag so that it will not cause

another interrupt unless reset.

7. If this is a PIC interrupt, set location zero to zero and execute the
ION instruction to turn the Program Interrupt Control on. Location
zero with non-zero contents indicates a PIC interrupt in progress (this
was significant in PDP-9 logic. On a PDP-9, the device flag(s) must
be cleared before the PIC is turned on again.)

8. 1If this is the type of device for which I/0 in progress cannot be
stopped, test if this is the last interrupt expected from the device.!l
If it is, clear (set to zero) the IOSTOP flag (read section 7.8
describing STOPIO procedures). Only one IOSTOP flag is needed for

a single user or sequential multi-user handler.

9. 1Is the busy flag (WORD 1 if Foreground; WORD 2 if Background) zero?
If it is (meaning that the handler was not busy and that the
interrupt was unsolicited, or that the STOPIO routine was called),

ignore the interrupt by going to step 13.

19. Process the interrupt, e.g., store data or prepare to transmit more
data.

11. 1Is the I/0 request (the I/O call issued by the user program) complete
as a result of this last interrupt? If so, continue at step 14.

'The CRP3B card reader handler must test if this is last interrupt since, for
one read operation, 8@ column interrupts will occur and there is no way to
prevent them.
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12.

13.

14.

15.

16.

17.

18.

If more I/O must be done before the CAL request is satisfied, set up
the protected exit routine to issue the next IOT(s) to the device. Go
to step 22, the protected exit routine.

If the interrupt was unsolicited, set up to have the Foreground or
Background busy flag (WORD 1 or 2 as appropriate) cleared during the
protected exit code. Go to step 22, the protected exit routine. Note
that WORD 11 in the handler indicates Background or Foreground owner-
ship of the I/0 request.

I/0 is complete as a result of this interrupt; therefore, set up to
have the Fereground or Background busy flag (WORD 1 or 2 as appropriate)
cleared during the protected exit code. Note that WORD 11 in the
handler indicates Background or Foreground ownership of the I/O request.

LAC* (.SCOM+1g2
ISA

This will raise to API level zero or one, depending upon the contents
of .SCOM+1@2. 1If this device interrupts at level one or zero, reread
section 7.4.

LAC* (.SCOM+52
DAC TEMP

LAC (WORD @
JMS * TEMP

-SCOM+52 contains the address of the Monitor's IOBUSY subroutine,
which must be protected against reentrancy. It is passed an argument
in the AC -- the address of WORD # of the device handler. IOBUSY will
compare this with the contents of the Foreground busy registers
(.SCOM+42 through .SCOM+45). If a match is found, it indicates that
the Foreground level was waiting for I/O completion by this device.
Since I/0 has completed, the Foreground level is made not busy and

is set up to resume operation when that level becomes the highest
active level in the system. The level-busy .SCOM registers are set
originally by the Monitor's CAL handler. Note that the call to IOBUSY
must be done for Background as well as Foreground I/O completion.

DBK

Debreak from API level zero or one (reread section 7.4 if this device
interrupts at level zero or one). This is done, as is step 19, simply
to allow interrupts to occur for higher level devices if their flags
come up while the IOBUSY code is being executed.

The handler must check if this is a real-time I/0 request. It is if
WORD 1f contains a JMP to WORD 27 (.READ or .REALR) or to WORD 3

7-17



19.

2.

21.

22.

23.

24.

(.WRITE or .REALW) and WORD 17 is non-zero. If this is not a real-time
request, go to step 22.

LAC* (.ScoM+1g2
ISA

Raise to API level zero or one to protect the following Monitor
routine from being reentered. 1If this device operates at level one

or zero, reread section 7.4.

LAC™* (.SCOM+51

DAC TEMP

LAC WORD 17

JMS * TEMP

-SCOM+51 contains the address of the Monitor's REALTP subroutine. It
is passed an argument in the AC -- the contents of WORD 17 which is

the priority level code plus real-time subroutine address. REALTP
will prime the Monitor to run the real-time subroutine.

DBK
From API level zero or one, as in step 17.

This is the beginning of the protected exit routine. Note that it
is coded as a common exit for both interrupt and CAL code. This is
explained in section 7.3.2. If I/O is to be performed now to the
device, check the device to ensure that it is ready to accept I/O
commands. If the device is not ready, a message must be output to
denote this fact (see section 7.9) and the I/0 must be deferred.
Therefore, set a program flag, call it IOTFLG, for example, so that
the IOT(s) will not be issued in step 27. 1If the device is ready,
clear IOTFLG.

LAC* (.scoM+1g2
ISA

Raise to API level zero or one. Reread section 7.4 for level zero

or level one devices.

If WORD 6 contains a DBR instruction (recall step 6), this is an
interrupt service exit. TIf SO, request an API level 4 interrupt as
follows:

LAC (4p4p090
ISA

The API level 4 handler is the Monitor's dispatch routine. It con-
trols transitions from Background to Foreground, real-time requests,

errors, and control character functions.



25. If previously set up to do so, as in steps 13 and 14, clear the
Background and/or Foreground busy flags (WORDS 2 and 1, respectively).
The busy flag is cleared on ignored functions, completed functions,
and aborted functions.

26. Is I/O supposed to be done now? If IOTFLG (set or cleared in step 22)
is non-zero, if the appropriate busy flag is zero, or if the IOSTOP
flag is non-zero (see step 8) go to step 28 to bypass execution of
the IOT(s). '

27. Execute the IOT(s) to the device. This may involve several instruc-
tions. If this is an exit from the CAL level of the handler and if
no I/0 is to be done (e.g., an ignored function), this code will be
bypassed since the busy flag was cleared.

28. Restore the AC plus any other hardware registers used (refer to

step 3).

29. DBK
Debreak from API level zero or one (reread section 7.4 if this is a
level zero or level one device).

3. XCT WORD 6
This will be a DBR instruction if this is an interrupt exit (recall
step 6) and ION if this is a CAL exit. This assumes that the device
handler can have common interrupt and CAL exit code.

31. JMP* WORD 7
Again, this assumes common CAL and interrupt exit code. The DBR in
step 3§ for an interrupt exit will debreak out of the device's hard-
ware level and will prime the machine to restore the state of the Link,
Page/Bank Mode, and Memory Protect (in this case from bits § - 2 of
WORD 7). The ION instruction in step 3¢ for a CAL exit is effectively
a NOP. Return will be at API level 4 to CALXIT, the common CAL exit

routine in the Monitor.

Note that once the DBK in step 29 is executed, the sequence of code leading to
step 31, the JMP*, must be non-interruptible, i.e., a string of IOT instruc-

tions.

If the exit is done with the device not ready, note that the device's busy
flags are still set. The job will continue execution without knowledge of the
not-ready situation. Of course, if the job attempts to perform more I/0 to
the device (.INIT being a special case; see section 7.9.2), it will become

I/0 bound.
7-19



7.7 ERROR PROCESSING

All device handler error conditions should be terminal; that is, they should

terminate the operation of user programs. Whether errors are detected during

CAL processing or during interrupt processing the following coding sequence

will set up an error condition and cause an error message to be printed on the

appropriate job control Teletype. This coding sequence cannot be common to

both the CAL and interrupt levels unless it is known that the device cannot

cause interrupts while the handler is processing a CAL.

1.

LAC* (.SCOM+66
DAC TEMP /This TEMP cannot be common.
/ (See preceding paragraph.)

-SCOM+66 contains the address of the error queuer subroutine in the
Monitor.

LAC* (.scomM+1g2
IsAa

Raise to API level zero or one to protect the error queuer from being

reentered. Reread section 7.4 for level zero and level one devices.

LAW code or LAC (code
JMS* TEMP
auxarg

Go to the error queuer with one argument in the AC and one following
the JMS instruction. The argument in the AC, loaded either by LAW
code or LAC (code, is formatted as follows:

Bits #§ - 5 are ignored
Bit 6 = 1 means a terminal error
Bit 7

Bit 8 = 1 means a Foreground error

1 means a Background error
Bits 9 - 17 form a 3-digit error code
If the error pertains to both jobs then both bits 7 and 8 may be set.

The auxiliary argument, auxarg, is simply a 6-digit quantity to be
printed with the error message, which is of the form:

.ERR NNN XXXXXX,))

NNN is a 3-digit error code
XXXXXX is a 6-digit auxiliary argument



4. DBK ,
Debreak from API level zero or one. Reread section 7.4 if this is a
level zero or level one device.

5. If no further interrupts are expected, set up to have the appropriate
job busy flag (WORD 1 or WORD 2) cleared during protected exit from
the handler. However, if more interrupts are expected, the busy flag
must remain set to signal the STOPIO routine that interrupts are
pending. Instead, set the IOSTOP flag so that I/0 set up to be
executed in the protected exit routine will be bypassed.

The actual printing of the error message will not be done until all interrupt
and CAL processing is complete. Background error messages are not printed until
the Background job is given control.

As a result of a terminal error, the handler can be certain that its STOPIO
routine will be called by the Monitor if the handler's busy flag is set for the

job in error.

7.8 STOP I/O ROUTINES

In Background/Foreground it is necessary to have some orderly means of stopping
I/0 that is in progress. When a job terminates (.EXIT, terminal error, etc.),
the Monitor must ensure that all I/O for that job is shut down. This is
particularly necessary in the Background where I/0 must be stopped before the

associated device handlers are removed from core.

WORD 34 of each handler must contain the address of its Foreground STOPIO sub-

routine.

WORD 35 of each handler must contain the address of its Background STOPIO sub-
routine, which for single-user handlers can be the same as the Foreground STOPIO
routine.

Whenever a job terminates execution, the Monitor calls the appropriate STOPIO
subroutine at the Mainstream level. The following steps should be followed:

1. Is this the type of device for which I/O can be terminated by
issuing an IOT instruction? Terminating I/O means ensuring that no
further interrupts will occur. If so, do so, and continue at step 6.



19.

11.

12.

LAC* (.SCOM+102
Isa

Raise to API level zero or one to protect against getting interrupted

in mid-decision.

If this device does not generate Not-Ready conditions (read section

7.9), go to step 5.

Check the "CTRL R in progress" flag (see CTRLR in section 7.9). If it
is set, clear the STOPIO flag (which is tested in step 11) and'go to
step 6. This is done because I/0 cannot be under way if the handler

is waiting for tR. Otherwise, go to step 5.

Check the appropriate job busy flag (WORD 1 or WORD 2). 1If it is set,
set the IOSTOP flag (a flag internal to the handler) non-zero. Other-
wises clear it. This flag is tested in step 11.

Clear the appropriate job busy register (WORD 1 or WORD 2).
Clear the appropriate .CLOSE register (WORD 3 or WORD 4).

If the handler has one, clear the "CTRL R in progress" flag (see
step 18 in section 7.9).

If this is the type of device which can terminate I/0 by IOT (refer
back to step 1), go to step 12.

DBK
Debreak from API level zero or one back to Mainstream to allow hard-
ware flags that may have or will occur to be serviced.

LAC IOSTOP
SZA
JMP .-2

If the appropriate busy register had been set and I/0 is under way,
control will stay here until the IOSTOP flag is set to zero. That
will happen only when the device's final interrupt occurs (refer to
section 7.6, step 8). This loop is executed at Mainstream, in case
the handler is being used by Background, so that the Foreground job
may resume execution when ready.

JMP * STOPIO
Exit back to the Monitor. I/0O by the device has stopped and, if the
job is restarted, the handler flags have been reset so that the

handler can accept more I/O commands.
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7.9 RECOVERY FROM I/O DEVICE NOT READY CONDITION

7.9.1 CTRL R Mechanism

The Background/Foreground Monitor system is designed to handle simultaneously
one not-ready condition per job. This is a limitation but a reasonable one

based on Keyboard Monitor (single user) experience.

I/0 handlers that can encounter and detect not-ready conditions must adhere to
the following ground rules in their announcement of the not-ready condition and

in their continuation once the condition has been corrected.

Some devices are designed so that they can be tested at any time for a state of
readiness; therefore, the test can be made at the CAL level prior to starting
I/0. Other devices will not generate a not-ready condition until after an IOT
has been issued and an error flag results. In such cases, the not-ready condi-
tion is detected at the interrupt level.

The reader is assumed to understand the mechanism whereby a device interrupt
transfers control to a handler's interrupt service routine at a hardware API
level and the process called .SETUP whereby the handler connects itself to the
device's interrupt line(s). When the handler is not in memory, interrupts from
the device are shunted to the illegal interrupt handler. When the handler is in
core and has performed the .SETUP, device interrupts will transfer control to
the handler. The processing of a device-not-ready condition involves a pseudo-
-SETUP and a simulated API interrupt, which will be explained at the end of this

section.

It is best to check for device ready in only one location, the beginning of the
protected exit routine in the handler. This starts at step 22 in section 7.6,
where it is assumed that the CAL and interrupt portions of the handler share a

common exit logic.

1. Test for device ready or not. This is the same as step 22 in section
7.6. If the device is ready, set IOTFLG to zero so that the IOT(s) in
step 27 may be executed, and go to step 23 in section 7.6.

2. With the device not ready, it is necessary to defer the IOT(s), announce
the not-ready condition, and exit from the handler set up to continue
after CTRL R is typed on the user's control Teletype. For a single-user
or sequential multi-user handler, the IOT(s) that were to be executed
may remain where they are. Set IOTFLG non-zero so that they will not
be executed in step 27 of the protected exit logic (section 7.6). (For
multi-user handlers, the IOT(s) must be physically moved in case I/O
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for the other job is started up.)
3. JMS NRMSG
Call a subroutine to initiate the printing of the not-ready message.

Then go to step 23 in the protected exit routine (section 7.6).

Steps 4 through 11 contain the code for subroutine NRMSG.

4. NRMSG g /Entry point.
LAC CTRLR
SZA!CLC

JMP* NRMSG
DAC CTRLR

Register CTRLR is a program flag internal to the handler. If it
contains zero, the handler has not already initiated a not-ready
request. If it is non-zero, exit from the subroutine, since a not-

ready condition has been announced. If CTRLR was zero, set it non-zero.

5. LAC WORD11
DAC ARGl

WORD 11 in the handler contains zero if Foreground and one if Back-
ground. This is passed on as argument one in the call to the Monitor's
CTRL R setup routine.

6. LAC UNITNO
DAC ARG3

Bits @-2 of argument three are considered to be the device unit number,
which is printed as part of the device-not-ready message. Some devices
have only one unit, for example, the papertape punch; and this code is,
therefore, unnecessary. The card reader handler uses the unit number in

the printout to indicate the cause of the not-ready condition.

7. LAC* (.SCOM+64
DAC TEMP /Beware -- TEMP probably cannot be used
/by both the CAL and interrupt levels.

.SCOM+64 contains the address of the CTRL R setup subroutine, which
is part of the Teletype handler in the Monitor. Store this address in

a temporary register.

8. LAC* (.scoM+1@2
ISA

Raise to API level zero or one. Reread section 7.4 if this device is

already operating at level one or zero.



19.

11.

JMS* TEMP

ARGl XX

ARG2 - .ASCII /DV/
.LOC -1

ARG3 XX

ARG4 F.CTLR+?g00800
ARG5 B.CTLR+?0p000

Call the CTRL R subroutine in the Monitor. Argument 1 contains

zero if Foreground and one if Background. Argument 2 is the two-
letter device name in .ASCII, e.g., LP for Line Printer. Argument

3 is the device's unit number, in bits @-2. Argument 4 is the
address (F.CTLR) and API level code (?@@@@@) of the subroutine which
is to be entered when a Foreground not-ready condition for this
device exists and CTRL R is typed on the Foreground control Teletype.
Argument 5 is similar to argument 4, but is used for Background.
(?00088@8) for API level 2 would be 20@g@@, for example. Only levels
g, 1, 2, or 3 are allowed.

For device DV with unit number @, the not-ready message would be

printed as follows:
DV@ NOT READY)

Return from the CTRL R subroutine will either be normal (step 1f) or
skip one location (to step 11).

DZM CTRLR

If the Monitor's CTRL R subroutine does not skip on return (returns
here), it is because the request to set up a not-ready condition was
not honored. This would happen if, for this job, a not-ready condi-
tion had been established for some other device. No queueing
mechanism exists; thus, two simultaneous not-ready conditions for a
job will result in a job terminal error, .ERR @@4. When return is
to step 1§, the Monitor has already posted the .ERR @@4 printout re-
quest.

DBK
JMP * NRMSG

If the Monitor has honored the request to set up a device-not-ready
condition, step 1§ will have been bypassed. Debreak from API level
zero or one. Reread section 7.4 if this device operates at level

Zero or one.

Steps 12 through 18 contain the code for subroutine F.CTLR and B.CTLR.
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12.

13.

14.

15.

16.

17.

18.

F.CTLR 2 /Entry point
B.CTLR=F.CTLR
For a single-user handler, the same subroutine can be used for Fore-

ground and Background, as indicated by the equivalence statement.

Prior to entering this routine, the Monitor was called by the handler
to set up a not-ready condition for this device. A not-ready message
was printed on the appropriate job control Teletype and the CTRL R
function for that job was primed by storing ARG4 or ARG5S, as appropriate,
(see step 9), in the Monitor's Foreground CTRL R or Background CTRL R

register.

Note that this has the effect of a pseudo-.SETUP call. If CTRL R is
now typed on the appropriate job control Teletype (the user's way of
posting a "done" flag), the corresponding CTRL R register in the Moni-
tor acts like an API channel register. The Teletype handler raises

to the designated API priority level and then performs a JMS to this
subroutine. The subroutine must -be entered at API level zero, one,
two, or three. Prior to entering this subroutine, the Teletype handler
will clear the relevant Monitor CTRL R register to disable CTRL R

until another not-ready condition is established.

DZM CTRLR

Clear the handler's not-ready-condition-in-progress flag.

Test for device ready or not. If ready, go to step 16.

JMS NRMSG
The device still isn't ready. Reestablish the not-ready condition
and then exit by going to step 17.

Execute the IOT(s) that were deferred for this device, i.e., start
I/0 up again.

DBR
JMP * F.CTLR

Debreak and return to the Teletype handler. Note that the AC need
not be restored.

CTRLR §#
The "CTRL R in progress" flag must initially be cleared. It must
also be cleared in the STOPIO subroutine and in the .INIT code. For a

single-user handler, only one CTRLR register is needed.



7.9.2 L.INIT Consideration

WORD 36 of the I/0 handler is an identification code which is zero for most
handlers. Only if the code is -1 (777777)! will the Monitor allow .INIT to be
processed by a busy handler.

In the latter case, the handler must test its CTRLR flag (and then clear it) to
see if a not-ready condition existed for the device. If $0, the handler must

also clear the appropriate CTRL R register in the Monitor as follows:

LAC CTRLR
SNA
JMP OVER
LAC (.SCOM+67
TAD WORD11 /8 = FGD; 1 = BGD.
DAC TEMP /-.SCOM+67 = FGD; .SCOM+7¢ = BGD.
LAC*  TEMP /Address of FGD or BGD CTRL char. table.
TAD (4
DAC TEMP
DZM* TEMP /@ Monitor's B or F CTRL R.
OVER DZM CTRLR /¥ Handler's own CTRL R.

Note that .SCOM+67 points to the Foreground control character table in the Tele-
type handler and that .SCOM+7@ points to the Background control character table.
WORD 11 in the handler contains zero if Foreground and one if Background. The
CTRL R register for each job is the fifth entry in each of these tables.

7.10 THE .INIT FUNCTION

In order to satisfy the requirements of the disk and DECtape handlers, the FIOPS
routine in the FORTRAN Object Time System operates somewhat differently in
Background/Foreground from the way it does in the Keyboard Monitor. 1In Background/
Foreground, FIOPS will perform a .INIT to a given .DAT slot only the first time

the slot is referenced, not each time the direction of data transfer changes.

The .INIT-only-once change is necessary because DTA. and DKA. can perform non-
file-oriented I/C, that is, treat the DECtape or Disk as if it were MAGtape.
.INIT always resets the device to file-oriented mode and is, thereforer avoided.

This change has ramifications for user-written device handlers, even if they are
strictly file-oriented handlers. .INIT can no longer be relied upon to signal
a change in the direction of data transfer. However, if .CLOSE is followed by
.SEEK, .ENTER, .FSTAT, .DLETE, .RENAM, .CLEAR, or REWIND (.MTAPE @), the trans-
fer direction is obvious anyway. Therefore, .INIT need only be used to tie the

'This is a necessary but not sufficient condition.
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handler to its interrupt lines (.SETUP) and to abort I/O (after CTRL P, for
example).

7.11 SEQUENTIAL MULTI-USER DEVICE HANDLER

7.11.1 Transition from Single-user Handler

To accomplish the transition from a single-user device handler to a sequential

multi-user device handler, the following procedures must be adhered to:

1.

The device handler must be the "A" version; that is, LPA., MTA., etc.,
as the Background/Foreground Monitor System will only allow "A" versions
to be connected to both jobs simultaneously. Also, this shareability
must be specified to the B/F System Generator.

The SWAP subroutine (pointed to by WORDZ of the handler) must set
both busy registers (WORD1 and WORD2) to prevent the Foreground job
from forcing itself in before the Background job has completed its
operation. This is in addition to and prior to its normal duties as
outlined in 7.5.1.

The handler's identification code, WORD36, should not be -1. If it
were, it would be possible for one job to abort the I/0O operation of
the other.

There must be two unique STOP I/O subroutines, one for Foreground
(pointed to by WORD34) and one for Background (pointed to by WORD35).
Before executing the STOP I/0 procedures, both subroutines must first
determine if the I/O belongs to their respective jobs. This is done
by testing WORD1ll, (@=Foreground I/0O, l=Background I/O). They should
do nothing if the other job is in control.

In step 8 of the STOPIO routine, section 7.8, check the CTRLR flag
before clearing it. If the flag was set, call the I/O BUSY routine
in the Monitor (as in steps 15, 16, 17 of section 7.6) in case some
level of the Foreground job is I/0 bound on this device.

Because the SWAP subroutine sets both busy registers (WORDLl and WORD2) ,
the CLEAR BUSY FLAG routine that sets up to have the flags cleared
during protected exit from the device handler (refer to steps 13 and

14 in section 7.6) must always setup to have both flags cleared.

The STOP I/O subroutines should also clear both busy registers.



7.11.2 Peculiarities

It is understood that in multi-user handlers, such as DTA., the Foreground has

a built-in priority. Therefore, it comes as no surprise that the Foreground job
can completely prevent the Background from performing DECtape I/O. For
sequential multi-user handlers, one might assume that Foreground and Background

I/0 operations would compete on an equal basis. This may not be the case.

It is possible, given the right set of circumstances, that Foreground never gets
a chance to manipulate the device, that Background never gets a chance to mani-
pulate the device, or that one program (not necessarily Foreground) does more

actual I/0 to the device than an identical program running as the other job.

This situation should only become a problem when one or both jobs attempt con-
tinuous operation of the device. The "right set of circumstances" depends upon
where processing is in the Monitor's CAL handler when the current I/0O operation

for the device completes (interrupts).

7.11.3 Use of the .WAITR Function

When a sequential multi-user device handler is being used by the Background job,

the Foreground job will become I/O bound if it attempts to use the same handler.

The .WAITR monitor function affords both the Foreground job and the Background
job a means of determining that the handler is available before requesting I/O
from and to it. This feature is only useful when the job has other things which

can be performed while it is waiting for the handler to free up.

The use of .WAITR in this manner is foolproof when executed in the Foreground.
This is not so in the Background because the Foreground job can regain control
after the Background .WAITR has been executed and before the ensuing Background
I/0 command.

7.12 EXTERNAL I/O BUFFERS

Device handlers which might require a great deal of buffer space may do well
to use the system's capability of setting aside I/0 buffers at load time. Only
multi-user or sequential multi-user handlers (the shareable "A" versions) may

utilize external buffers.

Buffer sizes required by each shareable handler are specified during system
generation. Buffers are set aside at load time by the Loaders either as a result
of a $FILES Keyboard command or, in lieu thereof, one per .DAT slot which

references the multi-user device handler.
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Typically, the handler would test to see if it had a buffer for a given .DAT

slot before performing the I/O request. If not, it would call the GETBUF routine
in the Monitor to scan the buffer table, .BFTAB, for a usable free buffer. At
the end of the I/0O sequence, usually .CLOSE, the handler must relinquish the
buffer so that other handlers might use it.

7.12.1 Calling for a Buffer

At run time, the handler may obtain an external I/0 buffer as follows:

1. LAC* (.SCOM+56
DAC TEMP /Beware -- TEMP probably cannot be
/used by both the CAL and interrupt
/levels.
The address of the GETBUF subroutine in the Resident Monitor is in
.SCOM+56.
2. LAC* (.SCOM+1@2
ISA

Raise to API level zero or one. Reread section 7.4 if the handler
is already at level zero or one.

3. JMs* TEMP
argument

Call GETBUF with one argument:

Bit # = @# if Foreground
Bit @ = 1 if Background
Bits 1-5 = @

Bits 6-17 = Buffer size.

GETBUF will search .BFTAB for a free Foreground or Background buffer,
as specified, of a size equal to (or greater than, if necessary)

that indicated in the argument.

4. If a buffer is found, the address of the first word of the .BFTAB
entry is returned in the AC and the entry is flagged busy by the
GETBUF routine. If no buffer can be found, zero is returned in the
AC and GETBUF initiates a terminal error (.ERR @55) for the

job.

5. DBK
Debreak -- Reread section 7.4 if this is an API level one or zero

device.



7.12.2 Releasing a Buffer

The format of .BFTAB is given in Appendix IV. When the handler wishes to
relinquish a buffer, it does so by clearing the busy bit of the entry in .BFTAB.
Note that the address of the first word of this entry in .BFTAB is returned in
the AC by the Monitor subroutine GETBUF.

7.13 PDP-9/PDP-15 COMPATIBILITY

7.13.1 Page Mode

The I/O handler description in this manual was written for page-mode operation,
which is valid only on the PDP-15.

Two coding requirements which are necessary for PDP-9 hardware may be omitted
for handlers that are to run in page-mode-only systems: (1) raising to API
level 3 and (2) double XCT .+1 following DBR (see 7.13.2). For page mode opera-
tion on a PDP-15, add a DBA (Disable Bank Addressing = Enter Page Mode) instruc-

tion as the first instruction in the handler's interrupt service routine.

7.13.2 Bank Mode

Since handlers that operate in the bank mode system must be able to run on both
a PDP-9 and a PDP-15 (assuming that the device exists on both machines), the

following PDP-9 requirements must be followed:

1. Do not insert a DBA instruction at the beginning of the interrupt
service routine.

2. If a device on the PDP-9 is connected to the PIC (Program Interrupt
Control) but not to API, then the interrupt service routine must raise
to AP1 level 3 before executing the ION instruction. On the PDP-15,
this raise to level 3 is done automatically by the hardware. Formerly,
when API hardware was optional on PDP-9 Backaground/Foreground, an "in
interrupt service routine" flag (.SCOM 35) was needed to signal that
state after the ION instruction was executed.

3. To allow API synchronization following a DBR instruction on a PDP-9,
the following exit sequence must be used:

DBR
XCT .+1
XCT .+1
JMp*

7.14 DEVICE HANDLER LISTING

The following pages contain the assembly listing of a paper tape reader handler

(PRA.) for PDP-15 Background/Foreground operation.
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