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Preface

Intended Audience

This manual is for managers and operators of ES40 systems.

Document Structure

This manual uses a structured documentation design. Topics are organized into
small sections, usually consisting of two facing pages. Most topics begin with an
abstract that provides an overview of the section, followed by an illustration or
example. The facing page contains descriptions, procedures, and syntax
definitions.

This manual has eight chapters.

Chapter 1, System Overview, gives an overview of the system and
describes the components.

Chapter 2, Operation, gives basic operating instructions on powering up
and configuring the machine.

Chapter 3, Booting and Installing an Operating System, describes
how to boot a supported operating system and how to switch from one
operating system to another.

Chapter 4, Using the Remote Management Console, describes the
function and operation of the integrated remote management console.

Chapter 5, Installing and Configuring Components, shows how to
install components such as memory DIMMs and CPUs.

Chapter 6, Updating Firmware, describes how to update to a later
version of system firmware.

Chapter 7, Troubleshooting, gives basic troubleshooting procedures.

Chapter 8, Specifications, gives system specifications.
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Documentation Titles

Table 1 ES40 Documentation

Title Order Number
User Documentation Kit QA-6EBBA-G8
Owner’s Guide EK-ES240-UG
User Interface Guide EK-ES240-Ul
Tower and Pedestal Basic EK-ES240-PD
Installation
Release Notes EK-ES240-RN
Documentation CD (6 languages) AG-RF9HA-BE
Maintenance Kit QZ-01BAB-GZ
Service Guide EK-ES240-SV
Service Guide HTML CD AG-RKAKA-BE
Illustrated Parts Breakdown EK-ES240-1P
Loose Piece Iltems
Rackmount Installation Guide EK-ES240-RG
Rackmount Installation Template EK-ES4RM-TP

Support Resources

Support resources for this system are available on the Internet, including a
supported options list, firmware updates, and patches.

http://www.digital.com/alphaserver/es40/es40.html
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Chapter 1
System Overview

This chapter provides an overview of the system, including:

System Enclosures

System Chassis—Front View/Top View
System Chassis—Rear View
Rear Ports and Slots
Operator Control Panel
System Board

PCI Backplane

Power Supplies

Removable Media Storage
Hard Disk Storage

System Access

Console Terminal

NOTE: See Chapter 5 for warnings and procedures for accessing internal parts

of the system.
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1.1 System Enclosures

The ES40 family consists of a standalone tower, a pedestal with
expanded storage capacity, and a rackmount system.

Figure 1-1 ES40 Systems
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Common Components

The basic building block of the system is the chassis, which houses the following
common components:

Up to four CPUs, based on the EV6 or EV67 Alpha chip

Memory DIMMs (200-pin); up to 16 or up to 32

Six or ten 64-bit PCI slots

Floppy diskette drive (3.5-inch, high density)

CD-ROM drive

Two half-height or one full-height removable media bays

Up to two storage disk cages that house up to four 1.6-inch drives per cage
Up to three 735-watt power supplies, offering N+1 power

A 25-pin parallel port, two 9-pin serial ports, two universal serial bus (USB)
ports, mouse and keyboard ports, and one MMJ connector for a local console
terminal

An operator control panel with a 16-character back-lit display and a Power
button, Halt button, and Reset button
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1.2 System Chassis—Front View/Top View

Figure 1-2 Top/Front Components (Pedestal/Rack View)
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1.3 System Chassis—Rear View

Figure 1-3 Rear Components (Pedestal/Rack View)
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1.4 Rear Ports and Slots

Figure 1-4 Rear Connectors
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Rear Panel Connections

[  Modem port—Dedicated 9-pin port for modem connection to remote
management console.

[1  COM2 serial port—Extra port to modem or any serial device.

[l  Keyboard port—To PS/2-compatible keyboard.

[l  Mouse port—To PS/2-compatible mouse.

[ COM1 MMJ-type serial port/terminal port—For connecting a console
terminal.

[ USB ports.

[1  Parallel port—To parallel device such as a printer.

[J  SCSI breakouts.

[1  PCI slots—For option cards for high-performance network, video, or disk
controllers.

[l  PCI slot for VGA controller, if installed.
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1.5 Operator Control Panel

The control panel provides system controls and status indicators. The
controls are the Power, Halt, and Reset buttons. A 16-character back-
lit alphanumeric display indicates system state. The panel has two
LEDs: a green Power OK indicator and an amber Halt indicator.

Figure 1-5 Operator Control Panel
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[J Control panel display. A one-line, 16-character alphanumeric display that
indicates system status during power-up and testing. During operation, the
control panel is back lit.

[l Power button. Powers the system on and off.

If a failure occurs that causes the system to shut down, pressing the power
button off and then on clears the shutdown condition and attempts to power
the system back on. Some conditions that prevent the system from
powering on can be determined by entering the env command from the
remote management console (RMC). The RMC is powered separately from
the rest of the system and can operate as long as AC power is present. (See
Chapter 4.)
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[1 Power LED (green). Lights when the power button is pressed.

[J Reset button. A momentary contact switch that restarts the system and
reinitializes the console firmware. Power-up messages are displayed, and
then the console prompt is displayed or the operating system boot messages
are displayed, depending on how the startup sequence has been defined.

[l Halt LED (amber). Lights when you press the Halt button.
[1 Halt button. Halts the system and returns to the SRM console.

If the Halt button is latched when the system is reset or powered up, the
system halts in the SRM console. Systems that are configured to autoboot
cannot boot until the Halt button is unlatched.

Commands issued from the remote management console (RMC) can be used to
reset, halt, and power the system on or off. For information on RMC, see
Chapter 4.

RMC Command Function

Power {off, on} EQquivalent to pressing the Power button on the control panel
to the ON or OFF position.

Halt {in, out} Equivalent to pressin_g the Halt b_utto_n on the control panel
to cause a halt (halt in) or releasing it from the latched
position to deassert the halt (halt out).

Reset Equivalent to pressing the Reset button on the control panel.
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1.6 System Board

The system motherboard is located on the floor of the system card cage.
It has slots for the CPUs and memory motherboards (MMBS).

The system motherboard has the majority of the logic for the system. It has
slots for the CPUs and memory motherboards (MMBSs) and has the PCI
backplane interconnect. Figure 1-6 shows the location of these modules on the
motherboard.

Figure 1-6 Modules on System Motherboard
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CPU Card

The system can have up to four CPU cards. The CPU cards are installed on the
system board. Each CPU card contains an EV6 or EV67 microprocessor, a
current implementation of the Alpha architecture.

The microprocessor is a superscalar CPU with out-of-order execution and
speculative execution to maximize speed and performance. It contains four
integer execution units and dedicated execution units for floating-point add,
multiply, and divide. It has an instruction cache and a data cache on the chip.
Each cache is a 64 KB, two-way, set-associative, virtually addressed cache that
has 64-byte blocks. The data cache is a physically tagged, write-back cache.

Each CPU card has a 4 MB secondary B-cache (backup cache) consisting of late-
write synchronous static RAMs (SRAMS) that provide low latency and high
bandwidth. Each CPU card also has a 5 ->2 volt power regulator that supplies
up to 100 watts at 2.2 volts to the CPU.

See Chapter 5 for instructions on installing additional CPUs.

Memory Motherboards (MMBs)

Memory is installed into memory motherboards (MMBS) located on the system
board. There are four MMBs. The MMBs have either four or eight slots for
installing DIMMs. The system memory uses JEDEC standard 200-pin
synchronous DIMMs.

See Chapter 5 for memory configuration rules and installation instructions.
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1.7 PCI Backplane

The PCI backplane has two 64-bit, 33 MHz PCI buses that support 64-bit
PCI slots. The 64-bit PCI slots are split across two independent 64-bit,
33 MHz PCI buses. The PCI buses support 3.3 V or 5V options. Figure
1-7 shows the location of the PCI slots in a 6-slot system and a 10-slot
system.

Figure 1-7 PCI Backplane (Pedestal/Rack View)
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Table 1-1 shows the correspondence between the physical locations of the slots

on the PCI backplane and the logical numbering reported with the SRM console
show config command (described in Chapter 2). See Chapter 5 for instructions
on installing PCI options.

Table 1-1 PCI Slot Mapping

Physical Slot Logical Slot PCIO

1 1 Device
2 2 Device
3 3 Device
4 4 Device
Physical Slot Logical Slot PCI 1

5 1 Device
6 2 Device
7 3 Device
8 4 Device
9 5 Device
10 6 Device

NOTE: PCI 0 and PCI 1 correspond to Hose 0 and Hose 1 in the logical
configuration. On a six-slot system, physical slots 4-7 do not apply.
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1.8 Power Supplies

The power supplies provide power to components in the system
chassis. The number of power supplies required depends on the system
configuration.

Figure 1-8 Power Supplies
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One to three power supplies provide power to components in the system chassis.
The system supports redundant power configurations to ensure continued
system operation if a power supply fails.

When more than one power supply is installed, the supplies share the load. The
power supplies select line voltage and frequency automatically (100 V or 120 V
or 200-240 V and 50 Hz or 60 Hz).

Power Supply LEDs

Each power supply has two green LEDs that indicate the state of power to the
system.

[0 POK (Power OK) Indicates that the power supply is functioning. The POK
LED is on when the system is running. When the
system power is on and a POK LED is off, that supply is
not contributing to powering the system.

0 +5V Auxiliary Indicates that AC power is flowing from the wall outlet.
As long as the power supply cord is plugged into the wall
outlet, the +5V Aux LED is always on, even when the
system power is off.

See Chapter 5 for instructions on installing additional power supplies.
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1.9 Removable Media Storage

The system chassis houses a CD-ROM drive [1 and a high-density 3.5-
inch floppy diskette drive [1 and supports two additional 5.25-inch half-
height drives or one additional full-height drive. The 5.25-inch half
height area has a divider that can be removed to mount one full-height
5.25-inch device.

See Chapter 5 for information on installing a removable media drive.

Figure 1-9 Removable Media Drive Area

PK0233
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1.10 Hard Disk Storage

The system chassis can house up to two storage disk cages.

You can install four 1.6-inch hard drives in each storage disk cage. See
Chapter 5 for information on installing hard disk drives.

Figure 1-10 Hard Disk Storage Cage with Drives (Tower View)

PK0935
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1.11 System Access

At the time of delivery, the system keys are taped inside the small front
door that provides access to the operator control panel and removable
media devices.

Figure 1-11 System Keys
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Both the tower and pedestal systems have a small front door through which
the control panel and removable media devices are accessible. At the time of
delivery, the system keys are taped inside this door.

The tower front door has a lock that lets you secure access to the disk drives and
to the rest of the system.

The pedestal has two front doors, both of which can be locked. The upper door
secures the disk drives and access to the rest of the system, and the lower door
secures the expanded storage.

NOTE: See Chapter 5 for warnings and procedures for accessing internal parts
of the system.
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1.12 Console Terminal

The console terminal

can be a serial

(character cell) terminal
connected to the COM1 or COM2 port or a VGA monitor connected to a
VGA adapter on PCI 0. A VGA monitor requires a keyboard and mouse.

Figure 1-12 Console Terminal Connections
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Chapter 2
Operation

This chapter gives basic operating instructions, including powering up and
configuring the machine. This chapter has the following sections:

Powering Up the System

Power-Up Displays

System Consoles

Displaying a Hardware Configuration
Setting SRM Environment Variables
Setting SRM Console Security
Setting Automatic Booting

Changing the Default Boot Device
Running AlphaB10S-Based Utilities

NOTE: Before using this chapter, it is helpful to become familiar with the user

interfaces to the system. See the ES40 User Interface Guide.
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2.1 Powering Up the System

To power up the system, press the power button. Testing begins, and
status shows on the console terminal screen and in the control panel
display.

Figure 2-1 Operator Control Panel

PK0204A

[0  Power button

[1  Control panel display
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2.2 Power-Up Displays

Power-up information is displayed on the operator control panel and
on the console terminal startup screen. Messages sent from the SROM
(serial read-only memory) program are displayed first, followed by
messages from the SRM console.

NOTE: The power-up text that is displayed on the screen depends on what kind
of terminal is connected as the console terminal: VT or VGA.

If the SRM console environment variable is set to serial, the entire
power-up display, consisting of the SROM and SRM power-up
messages, is displayed on the VT terminal screen. If console is set to
graphics, no SROM messages are displayed, and the SRM messages
are delayed until VGA initialization has been completed.

e Section 2.2.1 shows the SROM power-up messages and corresponding
operator control panel (OCP) messages.

¢ Section 2.2.2 shows the messages that are displayed once the SROM has
transferred control to the SRM console.

¢ For acomplete list of messages displayed on the OCP, see Chapter 7.
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2.2.1 SROM Power-Up Display

Example 2-1 Sample SROM Power-Up Display

SROM Power-Up Display

SROM V2.3 CPU #00 @ 0500 Mz
SROM program starting
Rel oadi ng SROM

SROM V2.5-F CPU # 00 @ 0667 Mz

SROM program starting

Starting secondary on CPU #1

Starting secondary on CPU #2

Starting secondary on CPU #3

Bcache data tests in progress

Bcache address test in progress

CPU parity and ECC detection in progress
Bcache ECC data tests in progress

Bcache TAG lines tests in progress
Menory sizing in progress

Menory configuration in progress

Menory data test in progress

Menory address test in progress

Menory pattern test in progress

Menory thrashing test in progress

Menory initialization

Loadi ng consol e

Code execution conplete (transfer control)
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When the system powers up, the SROM code is loaded into the I-cache
(instruction cache) on the first available CPU, which becomes the primary
CPU. The order of precedence is CPUO, CPU1, and so on. The primary
CPU attempts to access the PCI bus. If it cannot, either a hang or a failure
occurs, and this is the only message displayed.

The primary CPU interrogates the I’C EEROM on the system board and
CPU modules through shared RAM. The primary CPU determines the
CPU and system configuration to jump to.

The primary CPU next checks the SROM checksum to determine the
validity of the flash SROM sectors.

If flash SROM is invalid, the primary CPU reports the error and continues
the execution of the SROM code. Invalid flash SROM must be
reprogrammed.

If flash SROM is good, the primary CPU programs appropriate registers
with the values from the flash data and selects itself as the target CPU to
be loaded.

The primary CPU (usually CPUQ) initializes and tests the B-cache and
memory, then loads the flash SROM code to the next CPU. That CPU then
initializes the EV67 chip) and marks itself as the secondary CPU. Once
the primary CPU sees the secondary, it loads the flash SROM code to the
next CPU until all remaining CPUs are loaded.

The flash SROM performs B-cache tests. For example, the ECC data test
verifies the detection logic for single- and double-bit errors.

The primary CPU initiates all memory tests. The memory is tested for
address and data errors for the first 32 MB of memory. It also initializes
all the “sized” memory in the system.

If a memory failure occurs, an error is reported. An untested memory
array is assigned to address 0 and the failed memory array is deassigned.
The memory tests are re-run on the first 32 MB of memory. If all memory
fails, the “No Memory Available” message is reported and the system halts.

If all memory passes, the primary CPU loads the console and transfers
control to it.
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2.2.2 SRM Console Power-Up Display

At the completion of SROM power-up, the primary CPU transfers
control to the SRM console program. The console program continues
the system initialization. Failures are reported to the console terminal
through the power-up screen and a console event log.

Example 2-2 SRM Power-Up Display

OpenVMs PALcode V1.69-2, Tru64 UN X PALcode VI1.62-1

starting console on CPU 0O 0

initialized idl e PCB

initializing semaphores

initializing heap

initial heap 200cO

menory low limt = 154000

heap = 200c0, 17fcO

initializing driver structures
ializing idle process PID

ializing file system

i alizing hardware

ializing tiner data structures

| owering I PL

CPU 0 speed is 667 Mz

create dead_eater

create poll

create tiner

create powerup

access NVRAM

Mermory size 2048 MB

testing nenory

init
init
init

nit

probe 1/ 0O subsystem

probi ng hose 1, PC

probing PC -to-PCl bridge, bus 2

bus 0, slot 4 -- ewa -- DE500-BA Network Controller
bus 2, slot 0 -- pka -- NCR 53C875

bus 2, slot 1 -- pkb -- NCR 53C875

bus 2, slot 2 -- ewb -- DE500- AA Network Controller
probi ng hose 0, PC

probing PCl -to-1SA bridge, bus 1

bus 0, slot 2 -- vga -- ELSA Goria Synergy

bus 0, slot 15 -- dga -- Acer Labs ML543C | DE

bus 0, slot 15 -- dgb -- Acer Labs ML543C | DE

starting drivers O]
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The primary CPU prints a message indicating that it is running the console.
Starting with this message, the power-up display is sent to any console
terminal, regardless of the state of the console environment variable.

If console is set to graphics, the display from this point on is saved in a
memory buffer and displayed on the VGA monitor after the PCI buses are
sized and the VGA device is initialized.

The memory size is determined and memory is tested.

The 1/0 subsystem is probed and 1/O devices are reported. 1/O adapters are
configured.

Device drivers are started.
Continued on next page
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Example 2-2 SRM Power-Up Display (Continued)

entering idle | oop
initializing keyboard
starting console on CPU 1
initialized idl e PCB
initializing idl e process PID
| owering I PL

CPU 1 speed is 667 Mz

create powerup

starting console on CPU 2
initialized idl e PCB
initializing idl e process PID
| owering IPL

CPU 2 speed is 667 Mz

create powerup

starting console on CPU 3
initialized idl e PCB
initializing idle process PID
| owering I PL

CPU 3 speed is 667 MHz

create powerup

initializing pka pkb ewa ewb dga dgb
Menmory Testing and Configuration Status

Array Si ze Base Address Intlv Mde
0 256M 0000000060000000 2- \V\ay
1 512M 0000000040000000 2- V\ay
2 256M 0000000070000000 2- \V\ay
3 1024M 0000000000000000 2- Vay

2048 MB of System Menory
Partition O, Menory base: 000000000, size: 080000000
initializing GCT/ FRU at 1a6000

Al phaServer ES40 Consol e V5.6-102, built on Dec 2 1999
at 10:47:31
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[l The console is started on the secondary CPUs. The example shows a four-
processor system.

[J Various diagnostics are performed.

[l The console terminal displays the SRM console banner and the prompt,
Pnn>>>. The number n indicates the primary processor. Ina
multiprocessor system, the prompt could be PO0>>>, P01>>>, P02>>>, or
P03>>>. From the SRM prompt, you can boot the operating system.
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2.3 System Consoles

System console programs are located in a flash ROM (read-only
memory) on the system board. From the SRM console interface, you
can set up and boot the operating system, display the system
configuration, and perform other tasks. From AlphaBIOS you can run
AlphaBlOS-compliant utilities.

Figure 2-2 SRM Console Example

P00>>> set boot def dev dkb0, dka0
In this example, the SRM set command is used to specify boot devices. The
system will try to boot from dkbO and if unsuccessful, will boot from dkaO.

Figure 2-3 AlphaBIOS Boot Screen
Al phaBI CS 5. 68

Pl ease sel ect the operating systemto start:

W ndows NT Server 4.00

Use | and 1 to nove the highlight to your choi ce.
Press Enter to choose.

COMPAQ AlphaServer

Press <F2> to enter SETUP

PK0949
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SRM Console

The operating system is configured from the SRM console, a command-line
interface (CLI). From the CLI you can enter commands to configure the system,
view the system configuration, and boot.

For example, to verify that the system sees the bootable devices that are
attached, enter:

P00>>> show devi ce

AlphaBIOS Console

The AlphaBIOS console is the enhanced BIOS graphical user interface for
Alpha systems. It is used to run certain utilities, such as the RAID
Configuration Utility. To enter the AlphaBIOS console, use the following
command:

P00>>> al phabi os

After AlphaBIOS initializes, the boot screen shown in Figure 2-3 is displayed.
Press F2 to enter the Setup screen See Section 2.9 for information on running
AlphaBlOS-based utilities.
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2.3.1 Selecting the Display Device

The SRM console environment variable determines to which display
device (VT-type terminal or VGA monitor) the console display is sent.

The console terminal that displays the SRM user interface or AlphaBIOS can be
either a serial terminal (VT320 or higher, or equivalent) or a VGA monitor.

The SRM console environment variable determines the display device.

¢ If console is set to serial, and a VT-type device is connected, the SRM
console powers on in serial mode and sends power-up information to the VT
device. The VT device can be connected to the MMJ port or to COM2.

e If console is set to graphics, the SRM console expects to find a VGA card
connected to PCI 0 and, if so, displays power-up information on the VGA
monitor after VGA initialization has been completed.

You can verify the display device with the SRM show console command and
change the display device with the SRM set console command. If you change
the display device setting, you must reset the system (with the Reset button or
the init command) to put the new setting into effect.

In the following example, the user displays the current console device (a
graphics device) and then resets it to a serial device. After the system
initializes, output will be displayed on the serial terminal.

P00>>> show consol e

consol e graphi cs
PO0>>> set consol e seria
PO0>>> init
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2.3.2 Setting the Control Panel Message

You can create a customized message to be displayed on the operator
control panel after startup self-tests and diagnostics have been
completed.

When the operating system is running, the control panel displays the console
revision. It is useful to create a customized message if you have a number of
systems and you want to identify each system by a node name.

You can use the SRM set ocp_text command to change this message (see
Example 2—-3). The message can be up to 16 characters and must be entered in
quotation marks.

Example 2-3 Set Ocp_Text Command
PO0>>> set ocp_text “Node Al phal”
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2.4 Displaying a Hardware Configuration

View the system hardware configuration from the SRM console. It is
useful to view the hardware configuration to ensure that the system
recognizes all devices, memory configuration, and network
connections.

Use the following SRM console commands to view the system configuration.
Additional commands to view the system configuration are described in the
ES40 User Interface Guide.

show boot* Displays the boot environment variables.

show config Displays the logical configuration of interconnects and buses
on the system and the devices found on them.

show device Displays the bootable devices and controllers in the system.

show fru Displays the physical configuration of FRUs (field-replaceable
units). See Chapter 7 for information on this command.

show memory Displays configuration of main memory.
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2.4.1 Displaying Boot Environment Variables

Use the show boot* command to list the boot environment variables.

Example 2-4 Show Boot*

P00>>> show boot *

boot _dev dka0.0.0.1.1
boot _file

boot _osfl ags a

boot _reset OFF

boot def _dev dka0.0.0.1.1
boot ed_dev

booted_file

boot ed_osf |l ags
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2.4.2 Displaying the Logical Configuration

Use the show config command to display the logical configuration. To
display the physical configuration, issue the show fru command.

Example 2-5 Show Config

P00>>>sh config
Conpaq Conputer Corporation
Conpaq Al phaServer ES40

Fi r mnar e O]
SRM Consol e: V5. 6- 102
ARC Consol e: v5.70
PALcode: OpenVMS PALcode V1.69-2, Tru64 UNI X PALcode V1.62-1
Serial Rom V2.5-F
RMC Rom Vi.1
RMC Fl ash Rom V2.2
Processors O]
CPU 0 Al pha EV67 pass 2.2.3 667 MHz 8MB Bcache
CPU 1 Al pha EV67 pass 2.2.3 667 MHz 8MB Bcache
CPU 2 Al pha EV67 pass 2.2.3 667 MHz 8MB Bcache
CPU 3 Al pha EV67 pass 2.2.3 667 MHz 8MB Bcache
Core Logic O]
Cchi p DECchi p 21272-CA Rev 9(C4)
Dchi p DECchi p 21272-DA Rev 2
Pchip 0 DECchi p 21272-EA Rev 2
Pchip 1 DECchi p 21272-EA Rev 2
TIG Rev 10
Menory O
Array Si ze Base Address Intlv Mode
0 256Mo 0000000060000000 2- Wy
1 512Mb 0000000040000000 2- Wy
2 256M 0000000070000000 2- Wy
3 1024Mo 0000000000000000 2- Wy

2048 MB of System Menory
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Firmware. Version numbers of the SRM console, AlphaBIOS (ARC)
console, PALcode, serial ROM, RMC ROM, and RMC flash ROM

Processors. Processors present, processor version and clock speed, and
amount of backup cache

Core logic. Version numbers of the chips that form the interconnect on
the system board

Memory. Memory arrays and memory size
Continued on next page
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Example 2-5 Show Config (Continued)

Slot  Option Hose 0, Bus 0, PCl O]
2 ELSA GLoria Synergy
7 Acer Labs ML543C Bridge to Bus 1, |SA
15 Acer Labs ML543C | DE dga.0.0.15.0
dgb. 0.1.15.0
dga0.0.0.15.0 TOSHI BA CD- ROM XM 6302B
19 Acer Labs ML543C USB
Option Hose 0, Bus 1, ISA
Fl oppy dva0. 0. 0. 1000. 0
Sl ot Option Hose 1, Bus 0, PCi
4 DE500- BA Net wor k Con ewa0.0.0.4.1 00- 00- F8- 09- 90- FF
6 DECchi p 21152- AA Bridge to Bus 2, PC
Sl ot Option Hose 1, Bus 2, PCi
0 NCR 53C875 pka0. 7. 0.2000. 1 SCSI Bus ID 7
dka0. 0. 0. 2000. 1 Rz2DD- LS
dkal00. 1. 0. 2000. 1 Rz2DD- LS
dka200. 2. 0. 2000. 1 RZ1CB- CS
1 NCR 53C875 pkb0. 7. 0. 2001. 1 SCSI Bus ID 7
2 DE500- AA Net wor k Con ewb0. 0. 0. 2002. 1 00- 06- 2B- 00- 25- 5B

P00>>>

2-18 ES40 Owner’s Guide



PCI bus information.

The “Slot” column lists the logical slots seen by the system. They are not
the physical slots into which devices are installed. See Table 2—1 for the
correspondence between logical slots and physical slots.

The NCR 53C896 on Hose 0, Bus 0 is a dual-channel Ultra2 SCSI
multifunction controller. Two controllers reside on the same chip. They

are shown as 2/0 and 2/1. The first number is the logical slot, and the

second is the function.

The Acer Labs bridge chip, which is located in PCI logical slot 7, has two
built-in IDE controllers. The CD-ROM is on the first controller.

NOTE: The naming of devices (for example,dqa.0.0.15.0) follows the
conventions described in Table 2-2.

In Example 2-5, the following devices are present:
Hose 0, Bus 0, PCI

Slot 2/0
Slot 2/1
Slot 4
Slot 7
Slot 15
Slot 19

SCSI controller

SCSI controller

VGA controller

PCI to ISA bridge chip

IDE controller and CD-ROM drive
Universal serial bus (USB) controller

Hose 0, Bus 1, ISA

Diskette drive

Hose 1, Bus 0, PCI

Slot 1
Slot 3
Slot 4
Slot 6

SCSI controller and drives
SCSI controller and drives
Ethernet controller

PCI-to-PCI bridge chip to Bus 2

Hose 1, Bus 2, PCI

Slot 0
Slot 1
Slot 2

SCSI controller
SCSI controller
Ethernet controller
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Table 2-1 Correspondence Between Logical and Physical PCI Slots

Physical Slot Logical Slot PCIO

1 1 Device
2 2 Device
3 3 Device
4 4 Device
Physical Slot Logical Slot PCI 1

5 1 Device
6 2 Device
7 3 Device
8 4 Device
9 5 Device
10 6 Device

NOTE: PCI 0 and PCI 1 correspond to Hose 0 and Hose 1 in the logical
configuration.
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2.4.3 Displaying the Bootable Devices

Use the show device command to display the bootable devices. DK =
SCSI drive; DQ = IDE drive; DV = diskette drive; EI or EW = Ethernet
controller; PK = SCSI controller.

Example 2-6 Show Device

PO0>>>
dkaO. 0.
dkal00.
dka200.
dkbO.
dga0.
dvao.
ewaO.
ewb0.
pka0.
pkbO.
pkcO.

sh
0.
1.
2.
0
0.
0.
0
0
0
0
0
pkd0. 7. 0

NNNNOoOoOoOOo

DKAQ RZ2DD- LS 0306
DKA100 RZ2DD- LS 0306
DKA200 RZ1CB-CS 0844
DKBO RZ25 0900
DQAO TOSHI BA CD- ROM XM 6302B 1012
DVAQ

EWAQ 00- 00- F8- 09- 90- FF

EVBO 00- 06- 2B- 00- 25- 5B

PKAQ SCSI Bus ID 7

PKBO SCSI Bus ID 7

PKQ0 SCSI Bus ID 7

PKDO SCSI Bus ID 7

Table 2-2 Device Naming Conventions

Category

dq Driver ID

a Storage adapter ID
0 Device unit number
0 Bus node number

0 Channel number
15 Logical slot number
0 Hose number

Description

Two-letter designator of port or class driver

dk SCSI drive or CD ew Ethernet port
dg IDE CD-ROM fw FDDI device
dr RAID set device mk  SCSI tape

du DSSI disk mu DSSI tape

dv Diskette drive pk SCSI port

ei Ethernet port pu DSSI port
One-letter designator of storage adapter

(a, b, c...).

Unique number (MSCP unit number). SCSI unit numbers
are forced to 100 X node ID.

Bus node ID.

Used for multi-channel devices.

Corresponds to PCI slot number, as shown in Table 2-1.
0—PClO

1—PCl1
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2.4.4 Viewing Memory Configuration

Use the show memory command to view the configuration of main

memory.

Example 2-7 Show Memory

PO0>>>show menory

Array Si ze
0 256Mb
1 512Mbo
2 256Mb
3 1024Mo

Base Address
0000000060000000
0000000040000000
0000000070000000
0000000000000000

2048 MB of System Menory

Intlv Mode

The show memory display corresponds to the memory array configuration

described in Chapter 5. The display does not indicate the number of DIMMs or
the DIMM size. Thus, in Example 2—7, Array 3 could consist of two sets of 128-
MB DIMMs (eight DIMMS) or one set of 256-MB DIMMs (four DIMMSs). Either
combination provides 1024 MB of memory.

The output of the show memory command also provides the memory
interleaving status of the system.

Use the show fru command to display the DIMMs in the system and their

location. See Chapter 7.
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2.5 Setting SRM Environment Variables

You may need to set several SRM console environment variables and
built-in utilities to configure the system.

Set environment variables at the POO>>> prompt.

¢ To check the setting for a specific environment variable, enter the show
envar command, where the name of the environment variable is
substituted for envar.

« Toreset an environment variable, use the set envar command, where the
name of the environment variable is substituted for envar.

The boot-related environment variables are described in Chapter 3 of this book.
For other environment variables you may need to set, see Chapter 2 of the ES40
User Interface Guide.
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2.6 Setting SRM Console Security

You can set the SRM console to secure mode to prevent unauthorized
personnel from modifying the system parameters or otherwise
tampering with the system from the console.

When the SRM is set to secure mode, you can use only two console commands:
¢ The boot command, to boot the operating system

¢ The continue command, to resume running the operating system if you
have inadvertently halted the system

The console security commands are as follows:

set password These commands put the console into secure mode.
set secure

clear password EXxits secure mode.

login Turns off console security for the current session.

See the ES40 User Interface Guide for details on setting SRM console security.
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2.7 Setting Automatic Booting

The system is factory set to halt in the SRM console. You can change
this default, if desired.

Systems can boot automatically (if set to autoboot) from the default boot device
under the following conditions:

¢ When you first turn on system power

¢ When you power cycle or reset the system

¢ When system power comes on after a power failure

e After a bugcheck (OpenVMS) or panic (Tru64 UNIX or Linux)

2.7.1 Setting Auto Start

The SRM auto_action environment variable determines the default
action the system takes when the system is power cycled, reset, or
experiences a failure.

The factory setting for auto_action is halt. The halt setting causes the system
to stop in the SRM console. You must then boot the operating system manually.

For maximum system availability, auto_action can be set to boot or restart.

« With the boot setting, the operating system boots automatically after the
SRM init command is issued or the Reset button is pressed.

« With the restart setting, the operating system boots automatically after the
SRM init command is issued or the Reset button is pressed, and it also
reboots after an operating system crash.

To set the default action to boot, enter the following SRM commands:

PO0>>> set auto_acti on boot
PO0>>> init

For more information on the auto_action environment variable, see the ES40
User Interface Guide.

Operation 2-25



2.8 Changing the Default Boot Device

You can change the default boot device with the set bootdef dev
command.

You can designate a default boot device. You change the default boot device by
using the set bootdef_dev SRM console command. For example, to set the
boot device to the IDE CD-ROM, enter commands similar to the following:

P00>>> show boot def _dev

boot def _dev dka400.4.0.1.1

P00>>> set bootdef _dev dga500.5.0.1.1
P00>>> show boot def _dev

boot def _dev dga500.5.0.1.1

See the ES40 User Interface Guide for more information.
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2.9 Running AlphaBIOS-Based Utilities

Depending upon the type of hardware you have, you may have to run
hardware configuration utilities. Hardware configuration diskettes
are shipped with your system or with options that you order.

Typical configuration utilities include:

= RAID standalone configuration utility for setting up RAID devices
=  KZPSA configuration utility for configuring SCSI adapters

These utilities are run from the AlphaBIOS console

Utilities can be run either in graphics or serial mode. The SRM console
environment variable controls which mode AlphaBIOS runs in at the time it is
loaded by the SRM console.

If you have a VGA monitor attached, set the console environment variable to
graphics and enter the init command to reset the system before invoking
AlphaBIOS.
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2.9.1 Running Utilities from a VGA Monitor

Enter the alphabios command to bring up the AlphaBIOS console.

Figure 2-4 AlphaBIOS Utilities Menu

Di spl ay System Configuration...
Upgr ade Al phaBl S
Hard Di sk Setup...

CMOS Setup. ..

Install Wndows NT

Uilities » Display Error Franes...
About Al phaBI CS. . . OS Sel ection Setup...
ESC=Exi t

PK0954a

Running a Utility from a VGA Monitor
1. Enter the alphabios command to start the AlphaBIOS console.

2. Press F2 from the AlphaBIOS Boot screen to display the AlphaBIOS Setup
screen.

3. From AlphaBIOS Setup, select Utilities, then select Run Maintenance
Program from the sub-menu that is displayed, and press Enter.
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4. In the Run Maintenance Program dialog box, type the name of the program
to be run in the Program Name field. Then Tab to the Location list box, and
select the hard disk partition, floppy disk, or CD-ROM drive from which to
run the program.

5. Press Enter to execute the program.

Figure 2-5 Run Maintenance Program Dialog Box

Al phaBl CS Set up

Di spl ay System Configuration...
Upgr ade Al phaBl OS
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CMOS S
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Disk 0, Partition 1
Disk 0, Partition 2
Di sk 1, Partitionl

PK0929

Operation 2-29



2.9.2 Setting Up Serial Mode

Serial mode requires a VT320 or higher (or equivalent) terminal. To
run AlphaBlOS-compliant utilities in serial mode, set the console
environment variable to serial and enter the init command to reset the
system.

Set up the serial terminal as follows:

1. From the General menu, set the terminal mode to VTxxx mode, 8-bit
controls.

2. From the Comm menu, set the character format to 8 bit, no parity, and set
receive XOFF to 128 or greater.
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2.9.3 Running Utilities from a Serial Terminal

Utilities are run from a serial terminal the same way as from a VGA
monitor. The menus are the same, but some key mappings are different.

Table 2-3 AlphaBIOS Option Key Mapping

AlphaBIOS Key VTxxx Key
F1 Ctrl/A
F2 Ctrl/B
F3 Ctrl/C
F4 Ctrl/D
F5 Ctrl/E
F6 Ctrl/F
F7 Ctrl/P
F8 Ctrl/R
F9 Ctrl/T
F10 Ctrl/U
Insert Ctrl/v
Delete Ctrl/W
Backspace Ctrl/H
Escape Ctrl/[

Continued on next page
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1. Enter the alphabios command to start the AlphaBIOS console.
2. From the AlphaBIOS Boot screen, press F2.

3. From AlphaBIOS Setup, select Utilities, and select Run Maintenance
Program from the sub-menu that is displayed. Press Enter.

4. In the Run Maintenance Program dialog box, type the name of the program
to be run in the Program Name field. Then tab to the Location list box, and
select the hard disk partition, floppy disk, or CD-ROM drive from which to
run the program.

5. Press Enter to execute the program.
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Chapter 3
Booting and Installing
an Operating System

This chapter gives instructions for booting the Tru64 UNIX, OpenVMS, or
Linux operating systems and for starting an operating system installation. It
also describes how to switch from one operating system to another. Refer to
your operating system documentation for complete instructions on booting or
starting an installation.

The following topics are covered:

e Setting Boot Options

e Booting Tru64 UNIX

e Starting a Tru64 UNIX Installation
* Booting OpenVMS

e Starting an OpenVMS Installation
e Booting Linux

¢ OpenVMS Galaxy

¢ Switching Between Operating Systems

NOTE: Your system may have been delivered to you with factory-installed
software (FIS); that is, with a version of the operating system already
installed. If so, refer to the FIS documentation included with your
system to boot your operating system for the first time. Linux-ready
systems do not come with factory-installed software.
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3.1 Setting Boot Options

You can set a default boot device, boot flags, and network boot
protocols by using the SRM set command with environment variables.
Once these environment variables are set, the boot command defaults
to the stored values. You can override the stored 